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ABSTRACT 
Based on 40 interviews and 11 on-site workplace observations of 
people using computer applications at work, we confirm that use 
of printed and on-line help is very low and find that providing 
greater detail of categories solution methods can present a more 
realistic picture of users’ behaviors. Observed study participants 
encountered a usability problem on average about once every 75 
minutes and typically spent about a minute looking for a solution. 
Participants consumed much more time when they were unaware 
of a direct way of doing something and instead used less effective 
methods. Comparison of results from different data-collection 
methods suggests that interviews, and probably surveys, provide 
less reliable views of users’ problem-solving behaviors than do 
participatory evaluation and direct observation. 

Categories and Subject Descriptors 
H.5.2 [Information Interfaces and Presentation]: User 
Interfaces – Evaluation/methodology, training, help, and 
documentation. 

General Terms 
Human Factors, Measurement 

Keywords 
Documentation, usability, evaluation 

1. INTRODUCTION 
Research in the last ten years has shed new light on when and 
how people seek help in handling problems they experience in 
using computer applications. However, there are still big gaps in 
the picture of people’s use of documentation and help systems in 
practice. These gaps are largely the consequence of known 
methodological issues, but the methodological difficulties of 
understanding actual user behavior in the workplace are 
significant enough that prior studies have used methods that, even 
if flawed, nevertheless generated otherwise unobtainable results. 

One of the focuses of recent research in this field has been users’ 
choice of methods for solving problems they encounter with 
computer systems. In this paper, we address two issues in 
particular: lack of detail within categories of solution methods 
(such as seeking on-line help) and the validity of the methods 
used in this research to determine how often users employ these 
various kinds of solution methods. 

1.1 Usability and Documentation 
Despite the efforts of researchers and practitioners in an entire 
subfield of computer science, usability problems still plague 
information technology. Much has been published on how to find 
and eliminate usability problems in computer applications (e.g., 
[3], [6], [5], [15], [20]), and various approaches to detecting 
usability problems have been compared for effectiveness (e.g., 
[5], [9], [14]). Yet usability problems still crop up, and users still 
experience lots of problems in practice [1], [4], [7], [12], [16]. 
And because these problems typically arise from some aspect of 
the context of use, eradicating all usability problems may be 
unrealistic. 
A practical consequence of unresolved usability problems is that 
users must be provided training and support in the use of 
computer applications. The cost-effectiveness of these efforts 
depends on whether the users actually refer to and benefit from 
these forms of support, particularly beyond the start-up phase of 
novice errors (c.f., [10], [12]). Thus, both for users and publishers 
of computer applications, much depends on the actual extent of 
usability problems and the actual use (and usefulness) of 
documentation and help systems. By extension, these stakes also 
depend on the effectiveness of methods for determining actual 
usability problems and actual use and usefulness of 
documentation and help systems. Otherwise, users are making 
choices about software and developers are making choices about 
support of software that have impacts of many billions of dollars 
while relying on little more than educated guesses. 

1.2 Impact of Methodology 
The research into the incidence of frustrating problems with 
computer systems and how people address these problems has 
difficult methodological issues, stemming largely from the nature 
of the phenomena being studied. As we discuss in Section 2, the 
answers are hidden in plain sight: the behaviors are everywhere 
around us in the workplace but hard to collect and assess. As a 
consequence, the views we have of use of documentation and help 
systems are inconsistent. Some studies (e.g., [17], [11]) have 
found relatively high levels of use of documentation and help. 
Other studies (e.g., [4], [12]) have found stunningly low levels of 
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use of documentation and help. Other studies (e.g., [16]) present a 
more mixed picture. Which of these results is correct? In this 
paper, we argue that the usefulness of a view into actual use 
depends on the methodology used in the particular study. And 
some methodologies for assessing use of documentation and help 
systems appear to be more effective than others. How accurate are 
contemporaneous self reports? How accurate are data obtained 
from interviews? 
To address these issues, we review the methodological issues 
arising from recent research into how users respond to usability 
problems, we explain this study’s approach to filling in gaps in 
the prior studies and assessing the methodological effectiveness of 
their findings, we present the study’s findings from 40 interviews 
and 11 on-site workplace observations, and we conclude with 
suggestions for next steps in understanding when and how people 
seek help with computer applications. 

2. RELATED WORK 
Research into how users of computer applications solve usability 
problems has included self-reports, Web-based surveys, telephone 
interviews, and in-person interviews. The results vary. Some 
studies indicate that use of documentation is widespread [17], 
[18], but this was based on a single application, largely among 
novice users. Other studies indicate that people rarely use on-line 
help and almost never use printed manuals [4], [12]. The studies’ 
participants used on-line or printed documentation in only 0 to 
4 percent of the occasions they encountered problems with their 
use of computers. These studies, though, were based on self-
reports and peer observations from relatively homogeneous 
populations, such as computer science students [3] or middle-
school teachers using a single application [5]. 
A more recent study [14] assessed use of documentation across a 
much more heterogeneous sample of computer users. This study 
found that, on average, participants estimated that they used on-
line help in about 28 percent of the occasions in which they 
experienced difficulty and used printed documentation in about 
3 percent of these occasions. Indeed, more participants reported 
that they abandoned a task than used printed documentation. But, 
as the authors pointed out, this study, too, had methodological 
weak points. In particular, the interviews to assess solution 
patterns may have been unreliable, and. some solution categories 
were probably too broad. Concerns about the interview 
methodology relate to the validity of participants’ accounts of 
their use of documentation. The issue with the solution categories 
arose because the category “asked other” could cover asking a 
colleague, asking someone at an internal or contract help desk, or 
asking someone at the software publisher’s help desk. The 
category “used on-line help” could cover the help provided with 
the application, help available from the publisher via the Web, 
and help available from unofficial sources such as online forums 
and newsgroups, usually located via a search engine. The 
interviews suggested that the study’s participants considered these 
to be different sources of information. Similarly, the category 
“used printed manual” could include both the manual supplied 
with the software or an “after-market” book. 
Our review of related work suggests that methodological issues 
posed, and continue to pose, problems for research into the 
incidence of and users’ responses to usability problems. These 
issues include: 

• Novice users. Some of the studies [18], [17] looked primarily at 
novice users. This approach presents a number of problems. 
First, novice users are in the learning phase and thus may 
naturally refer to documentation more often than experienced 
users. Second, novices tend to encounter different kinds of 
problems than experienced users [12]. And third, the data 
reported by [16] may indicate that users refer to printed 
documentation only when installing a new application. For 
these reasons, studies focusing on novice users may 
overestimate the extent to which people use documentation. 

• Unrepresentative users or work context. While any user is 
representative of himself or herself, the studies showing the 
lowest rates of use of documentation were based on special 
groups of users or work situations, rather than sampling broadly 
in the workplace. This likely occurred because of difficulties in 
obtaining broadly representative subjects or in finding subjects 
who could be studied longitudinally with a common 
application. Thus the participants in [4] were computer science 
students, the participants in [12] were teachers at a middle 
school, and the participants in [11] were members of the public, 
including members of underrepresented groups, blind users, 
and developers and technical support providers who were 
willing to answer a Web-based questionnaire of about 50 
questions with compensation of a $10 gift certificate. The 
methodological issue is that neither computer science students 
nor middle school teachers may have the kinds of usability 
problems and responses that are characteristic of the broader 
world of work. And participants willing to fill out a long Web 
form may not represent the general population of users of 
computers, either. Indeed, the methodological similarities and 
disparate results of [4] and [12] suggest that subject population 
and work context plays a large role in the outcome of the study. 

• Limited software. Some research examined use of 
documentation and help systems for a single application. One 
study [18] focused on a particular word-processing application, 
and the researchers obtained subjects through a list of 
purchasers provided by the publisher. Another study [12] 
looked at use of a single module of a software package for 
teachers. Until the field has many more such studies, we do not 
know if the observed phenomena are generally true or rather 
limited to the circumstances of the particular application. 

• Interviews: Whether conducted face to face or by telephone, 
interviews enable researchers to go into depth but have limited 
validity. The problem is that people remember things in ways 
that are systematically skewed. For example, when asked to 
remember the most recent incident of a certain type, they are 
likely to remember the most salient rather than the most recent 
[19], [2]. Thus studies of use of documentation and help 
systems that relied on interviews (e.g., [18], [16]) may have 
results that are skewed toward salience rather than recency. 
And, as we discuss in Section 5, interviews about 
documentation and help systems may also suffer from other 
systematic problems, such as social desirability bias and 
fatalistic acceptance of usability problems with software. 

• Participative evaluation. In contrast to conducting post-hoc 
interviews, some studies [4], [12], [13] have relied on 
contemporaneous reports or diaries from study participants. 
This technique, called participative evaluation [8], has fewer 
problems with recall, but does not permit the researchers to 



obtain clarification or go into depth because they are not 
present to ask additional questions of the participants when 
warranted. Additionally, as we discuss in Section 5, 
participative evaluation misses cases where participants 
mistakenly believe that they do not have a usability problem. 

• Surveys. Although they may facilitate including larger numbers 
of participants and may include dozens of questions (cf., [11]), 
surveys suffer from the ills of both interviews and of 
participative evaluation. That is, they are subject to recall 
effects yet do not allow researchers to follow up answers with 
clarification. 

• Categories with insufficient detail. Since the lead study by 
Ceaparu et al. [4], subsequent studies of frustration with 
computers have tended to use similar categories for the 
participants’ solutions (or non-solutions), which permitted the 
researchers to compare results. The interview methodology of 
Novick and Ward [16] enabled going into greater depth when 
the participants described their attempts to solve usability 
problems, and this disclosed that at least three solution 
categories—“asked other,” “used on-line help” and “used 
printed manual”—might be overbroad. For example, using “on-
line help” includes both using the help supplied with the 
software and visiting a Web-based forum. 

• Observation. While observation of subjects provides the most 
direct view of users at work, this advantage comes at 
considerable cost. Participants and their employers can be 
reluctant to permit observation in the workplace, particularly if 
audiovisual recordings are made of the participants at work 
(The observations reported by Ceaparu et al. [4] were made by 
student peers). Clarification of behaviors is difficult to obtain 
because questions from the observer would interfere with and 
thus change the participants’ activities. Observation is time-
consuming because in practice frustration episodes turn out to 
be relative infrequent; a two-hour session may not include any 
frustration episodes. And the clearer picture of the participants’ 
work brings with it questions not faced in other methods, such 
as coding of tasks in which the participant uses a work-around 
but is unaware of the existence of the better technique. 

Given these methodological issues, in this study we address these 
questions: 

• Can possibly overbroad solution categories be clarified? 

• How reliable are interviews as a methodology for 
assessing users’ ways of solving problems with computer 
applications? 

3. METHODOLOGY 
In this study, we were specifically interested in clarification of 
categories of solution approaches and in the nature of the 
relationship between interview reports and observed behaviors 
with respect to usability-problem episodes and solutions tried. 
We expected that the use of self-reports through interviews 
might lead to systematic biases in the kinds of solution 
approaches attempted. Thus the study had two phases. The first 
phase replicated Ward and Novick, conducting interviews with 
more subjects and with more detail, in order to clarify possibly 
overbroad solution categories. The second phase returned to a 
subset of the same subjects, conducting in-person, on-site 
observation of the subjects at work. 

3.1 Interviews 
The interview phase included 40 participants, comprising 20 women 
and 20 men. The average age of the participants was 41.8. As 
indicated in Figure 1, most of the participants had at least some 
college. And as indicated in Table 1, the occupational distribution of 
the participants was reasonably broad, with particular representation 
from managers and professionals, who are particularly likely to be 
conducting work using a computer. We consider 7 of the 40 subjects 
to have a high level of general technical proficiency.  
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Figure 1. Number of study participants per level of education. 

Participant Occupation Category Number 

Management 14 

Technical 9 

Public Relations 2 

Assistant 4 

Military 1 

Service 3 

Professional 7 

Table 1. Distribution of Occupations. 
The participants were recruited and the interviews conducted using 
methods approved by Institutional Review Board of the University 
of Texas at El Paso. Subjects were not compensated for their 
participation. The interviews covered demographic information, 
operating system and applications used, frustration episodes with 
the applications, solutions, and self-estimated distributions of 
solution approaches. In asking for these distributions, the 
researchers provided possible categories that included detailed 
choices within the general categories classified in earlier studies as 
“asked other” and “used on-line help.” 
As was the case in [16], the participants overwhelmingly used 
Windows as their operating system. And the Microsoft Office 
applications Word, Excel, Outlook and PowerPoint were the 
applications reported as most frequently used by the participants. 
Participants reported relatively few problems with database 
applications (probably because relatively few of the participants 
used databases), but these problems led to higher levels of 
frustration than for other applications. PowerPoint had the least-
frustrating problems, and participants reported no frustration 
episodes involving Web browsers. Proficiency levels and frustration 
levels did not appear to be correlated. Nor did the number of 
reported episodes and frustration levels appear to be correlated. 



3.2 Observations 
The observation phase was conducted with the 11 of the 40 
interview subjects who agreed to permit one or two of the 
researchers to spend about two hours observing them at work. The 
subjects included eight women and three men. The researchers’ 
notes of the participants’ behaviors and interactions were recorded 
on laptop computers with automatic time-stamps for entries. The 
researchers recorded the participant’s applications, tasks (as best 
could be determined), problems with the use of the computer, what 
the participant did, if anything, to address these problems, and 
whether this approach was successful. In noting problems with the 
computer, the researchers included not only problems recognized by 
the participants as such but also other problems they did not 
recognize, such as using a high-effort approach where the 
application provided a simple method. For example, one participant 
laboriously produced individualized documents, when she could 
have used a “mail-merge” function provided by the application. 
The work places varied from a blood bank to a chamber of 
commerce. In all, the researchers produced transcripts of about 22 
hours of the work lives of the participants. The transcripts were then 
coded for usability problems and solutions, and the coded data were 
summarized, compared to the data for the interviews, and explored 
for qualitative insights. 

4. RESULTS 
4.1 Interviews 
The results of the interview phase suggest that the overall pattern of 
solution methods reported by users of computer applications is 
stable. We asked each of the participants to estimate the percentage 
of the times they tried various kinds of solutions when they 
encountered frustrating problems in using computer applications. 
Figure 2 compares the distribution of solution approaches reported 
by subjects in this study with the distribution reported by Novick 
and Ward [16]. The data for the current study include combined 
data for the broad categories of “asked other” and “used on-line 
help.” The solution distributions of the two studies have a 
correlation coefficient of 0.90. 
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Figure 2. Mean reported solution methods. 
Looking at the increased detail for the categories of “asked other” 
and “used on-line help,” it turns out that additional categories can 
improve our understanding of on-line help and asking others but are 
less helpful for the category of using a printed manual. As indicated 

in Figure 3, the broader category “asked other” does break out into 
two roughly equal sub-categories, “help desk” and “colleagues;” 
their respective means are 19.55 percent and 16.92 percent. 
Similarly, the category “used on-line help” breaks down into 
multiple sub-categories. As indicated in Figure 4, both local on-
line help and search engines figured prominently in users’ 
reported solutions to usability problems. Participants on average 
reported using local on-line help 20.66 percent of the time and 
using a search engine 8.98 percent of the time. However, users 
visited chat sites and manufacturers’ Web sites 0.80 percent and 
2.24 percent of the time, respectively. While the categories appear 
to vary considerably in their reported use, the fact that use of a 
search engine accounts for nearly 9 percent of solutions suggests 
that good methodology would involve use of detailed solution 
methods within the general category of “used on-line help.” In 
contrast, as indicated in Figure 5, use of aftermarket printed 
materials appears to be low enough relative to manufacturers’ 
manuals that this category can be left as is. However, the 
meticulous researcher may choose to include both sub-categories. 
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Figure 3. Mean and maximum percentages of reported solutions 
within the “Asked other” category. 
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Figure 4. Mean and maximum percentages of reported solutions 
within the “Used on-line help” category. 
Comparing key findings with those of Novick and Ward [16], we 
note that estimates of last use of printed and on-line documentation 
are particularly consistent, as can be seen by comparing Figures 6 
and 7. To facilitate comparison, Figure 6 does not include data 
where the participant either did not remember their last of 
documentation or said that he or she had never used documentation. 
The data may be smoother in the present study because more 
subjects, 40 rather than 25, were interviewed. The correlation 



coefficient between the results of the current study and those of 
Novick and Ward for last use of on-line documentation is 0.95. 
We note that the data for last use of on-line help are consistent with 
the results reported by Martin, et al. [11], who found that 20 percent 
of users of PC applications sought on-line help daily and that 
another 39 percent sought on-line help at least once a month. And 
although visually a correspondence seems evident, the correlation 
coefficient between the results of the current study and those of 
Novick and Ward for last use of printed documentation is 0.31. 
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Figure 5. Mean and maximum percentages of reported solutions 
within the “Used printed manual” category. 
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Figure 6. Comparative histograms, months since last use of on-
line documentation, exponential scale. 
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Figure 7. Comparative histograms, months since last use of 
printed documentation, exponential scale. 

We speculate that the bimodal distribution of distribution of last use 
of printed documentation—there are distinct maxima at 0 and 64 
months—reflects that some participants still use printed 
documentation while many others look at the documentation when 
they start using an application and then never look at it again. 
Perhaps the participants used the documentation for installation or 
read a tutorial, and thereafter just use other forms of help, if any. 

4.2 Observations 
We observed eleven of the interview participants for about two 
hours each. In the 22 hours of work we observed, we noted 16 
frustration episodes, which were distributed among the subjects as 
shown in Figure 8. Typical usability problems leading to user 
frustration included formatting text, saving files, sorting and 
summing data, inserting text and links. 
The mean time of the frustration episodes (from noticing the 
problem until the user solved it or gave up) was 1.8 minutes, with a 
standard deviation of 2.0 minutes, and a median of 1.0 minute. 
Figure 9 shows the distribution. 
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Figure 8. Distribution of observed frustration episodes by subject. 
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Figure 9. Distribution of length of frustration episodes. 
We also observed four additional instances among four of the 
participants in which they used a work-around but were apparently 
unaware that there was a better way to do what they wanted. Three 
of the episodes involved Excel; participants could have saved time 
and effort in two cases by using copy options and in one case by 
using a formula. The fourth episode involved Word; the participant 
could have saved much time and effort by using mail-merge. For 
these work-around episodes, the mean task time was 20 minutes and 
the median task time was 10 minutes. We estimate that use of 
available functions, had the participants known of them, would have 



reduced task times by 75 percent. If subjects are unaware of 
application functions that would let them be more efficient in their 
work, or otherwise believe that they are doing their work the right 
way, then they will not report these lost times in surveys or 
interviews. Our observation of these work-around episodes suggests 
that survey and interview methodologies likely understate the true 
impact of frustration with and time lost using computer applications. 

5. DISCUSSION 
We now to turn to the fundamental question of how well users’ self-
estimates of solution methods correlate with their actual behaviors 
as observed in the workplace. Figure 10 shows the distributions of 
solution methods as estimated by participants in interviews and as 
observed in participants’ work. (Figures 10 through 12 aggregate 
solutions across categories because further detail was not provided 
in some of the studies represented, and categories such as “reboot” 
or “restart” are omitted.) The correlation between the two 
distributions is not statistically significant. It appears that there is 
agreement that people almost never use the printed, but that there is 
little agreement between the self-estimated and observed 
distributions as to how often people ask someone else, use on-line 
help, solve the problem by themselves, or give up. As compared 
with their mean use of solution approaches in observed work, 
participants tended to underestimate the extent to which they solved 
the problem themselves and gave up. In contrast, participants tended 
to overestimate the extent to which they asked someone else and 
used on-line help. Participants estimated that they used printed 
manuals in 5.66 percent of cases, but even that minimal number 
turned out to be an overestimate relative to actual use. 
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Figure 10. Mean reported or observed solution methods: 
comparison of interview estimates and direct observation. 

These differences between self-estimated and observed solution 
methods led us to return to the interview data. We extended our 
analysis by extracting the reported solution methods for each of 
the frustration episodes mentioned by the participants, 
aggregating responses across multiple solution attempts, if 
present, for an episode. The distribution of participants’ reported 
solution attempts for their frustration episode falls roughly mid-
way between those for the interview estimates and the 
observations, as shown in Figure 11. We also conducted an 
extended analysis of the episode data from the Novick and Ward 
study [16], and the correlation between these data sets is 0.88. 
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Figure 11. Mean reported or observed solution methods: 
comparison of interviews estimates, interview episodes, and direct 
observation. 

Taken as a whole, the data suggest that, when interviewed about 
their approaches to solving problems in using computer 
applications, people tend to overestimate their recourse to help, even 
for printed manuals. Given the close correspondence between our 
interview results and those of Novick and Ward [16], this trend 
appears reliable. The responses in interviews could reflect a social-
desirability bias or an unusually heightened awareness of 
documentation and help caused by the experimental design. In 
either case, we conclude that interviews, even asking for specific 
frustration episodes, (and, for similar reasons, probably surveys as 
well) are unreliable indicators of people’s actual problem-solving 
approaches for problems with computer applications. 
Figure 12 presents the distribution of solution methods for all four 
studies in which comparable data are obtainable. The current 
study is represented for interview self-estimates, interview 
frustration episodes, and for observation. The Novick and Ward 
study is represented by interview self-estimates and interview 
frustration episodes. The Mendoza and Novick study is 
represented by self-reports. And the Ceaparu study is represented 
by self-reports and observations. The disparities among the 
distributions likely reflect differences in sampled populations, 
tasks, and methodology. The one element that all of these 
disparate results have in common is that users of computer 
applications rarely use printed documentation. The modestly 
higher figures in some studies for use of printed documentation 
likely reflect social desirability bias in the responses. This was 
probably the case as well for other studies using interview and 
survey methods (e.g., [18], [11]) not represented in Figure 12. 
These results do not mean that interviews are without value. To the 
contrary, interviews enable researchers to go into greater depth in 
exploring users’ attitudes toward documentation, looking at likes 
and dislikes, understanding individual frustration episodes, and 
providing guidance for designers of documentation and help 
systems. However, interviews appear to be of limited value in 
determining the overall distribution of users’ solution methods. 
The comparative value of participative evaluation, as reported by 
Ceaparu et al. [4] and Mendoza and Novick [12] remains unclear. 
As indicated in Figure 13, the observations and self-reports obtained 



by Ceaparu et al. matched well; the correlation coefficient is 0.87. In 
contrast, the self-reports from Mendoza and Novick [12] have 
virtually no correspondence with the self-reports of Ceaparu et al. 
(correlation coefficient = 0.16) nor with the observation results of 
the current study (correlation coefficient < 0.01). It may be 
coincidence, but the correlation coefficient between the Ceaparu 
self-reports and the observations in the present study is 0.93. In 
interpreting the correlations between studies, it should be born in 
mind that we collapsed and omitted some solution categories to 
make possible the comparisons. 
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Figure 12. Mean reported or observed solution methods: direct 
observation (bold lines), interviews (thin lines), and participative 
evaluation (dotted lines). 
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Figure 13. Mean reported or observed solution methods: 
comparison of direct observation and participative evaluation. 
The differences between the two studies using participative 
evaluation apparently arise from differences in subject populations 
(university computer science students vs. middle-school teachers) 
task (diverse tasks vs. a single task), and environment (performing 
different tasks independently in a computer lab vs. performing the 
same task with colleagues nearby). Thus we expect that the 
availability of colleagues working on exactly the same problem 
accounts in large part for the disparities between (1) “asked other” 
and (2) the combination of “solved without help” and “gave up.” In 

what may be a depressing perspective on life in the workplace, our 
observed participants were even less likely than the computer 
science students to ask someone else, although they were also less 
likely to give up. Additionally, the “solved without help” category 
includes work-arounds, and the middle-school teachers may have 
been able to reduce the number of work-arounds by finding a 
colleague who already had the solution. In any case, while the 
correlation between the distribution of solution methods of 
university computer science students and those of mostly white-
collar professionals in the workplace may be coincidental, the 
degree of correlation nevertheless remains striking. 

6. CONCLUSION 
Results of our interviews suggest that studies that categorize 
people’s methods of solving problems when using computer 
applications can present a clearer picture of people’s behaviors if 
broad categories of solution methods are reported in greater detail. 
Users report that they consult a help desk slightly more often than 
they ask a friend or colleague and that they use a search engine 
nearly half as often as they use local on-line help. 
Results of our observations suggest that users of computer 
applications encounter a usability problem on average about once 
every 75 minutes and typically spend about a minute looking for a 
solution. But users consume much more time when they are 
unaware of a direct way of doing something and so end up slogging 
through a task with ineffective methods; users typically spend 10 
minutes on this sort of task, which probably could have been 
completed in two to three minutes. Survey and interview 
methodologies thus likely understate the true impact of frustration 
with and time lost using computer applications. The interview 
results also suggest that self-estimates of solution methods, and to a 
lesser extent self-reports of specific solutions, tend to overstate 
recourse to help.  
From these results, we conclude that it remains a major open issue 
for research as to why users muddle through instead of seeking help. 
In some cases, users apparently do not know that there is a better 
way of doing things. For these users of computer applications, their 
work-around is, so they believe, the solution. In other cases, the 
users suspect that a better method exists but do not expend the effort 
to find it. For example, a participant told us that she thought the 
application probably had a function for summing numbers, but she 
used a calculator anyway. As they gain experience with a computer 
application, why do people settle for asymptotic mediocrity? Are 
there ways of persuading people to seek help more often? 
One odd insight into modern work lives emerging from the 
observations is that it is difficult to determine, from the transcript 
alone, the participants’ business or occupation. Despite the variety 
of work settings and computer applications, there is a palpable 
sameness to the participants’ activities—filling out forms, sending 
e-mail messages, and producing or modifying documents. 
Our data also suggest that interviews, and probably surveys, provide 
less reliable views of users’ problem-solving behaviors than do 
participatory evaluation and direct observation. The sheer level of 
effort involved in observation studies, both in recruiting subjects 
and in conducting and analyzing the observations, tends to limit the 
scope of this approach. With all of these methodologies, the choice 
of subjects and applications may lead to big differences in results.  
Our own observation study was subject to a choice-of-subject 
consideration. Because we were limited to the subset of 



interviewed subjects who were willing to then let us observe them 
at work, it is possible that the observed participants do not fairly 
represent the larger set of interviewed participants. Likewise, the 
network of acquaintances through which we recruited subjects 
may not have led to a sample that fairly represented the general 
population of people who use computers at work. While we took 
pains to make clear to potential participants that we were looking 
at computing in everyday life at work, that we not interested in 
“computer experts,” and that we were evaluating the computer 
applications rather than the participants, it is possible that fear of 
embarrassment may have dissuaded people from participating, 
particularly in the observation phase. The potential discrepancy 
between interviewed and observed participants could be avoided 
in future research by studying only participants who agreed at the 
outset to be observed. The more general problem of the 
representational validity of the sample remains to be solved; 
results of such studies can be interpreted in light of their reported 
distributions of occupations of participants. 
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