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Abstract—It is well known that interval computations are very important, both by themselves (as a method for processing data known with interval uncertainty) and as a way to process fuzzy data. In general, the problem of computing the range of a given function under interval uncertainty is computationally difficult (NP-hard). As a result, there exist different methods for estimating such a range; some methods require a longer computation time and lead to more accurate results, other methods lead to somewhat less accurate results but are much faster than the more accurate techniques. In particular, different methods exist for interval multiplication, i.e., for computing the range of a product of two numbers known with interval uncertainty. To select a method which is the best in a given situation, it is desired to be able to describe all possible methods. In this paper, we provide a description of all possible operations for interval multiplication; this description is based on the same ideas as a known description of t-norms in fuzzy logic.

I. NEED FOR DATA PROCESSING

In many real-life situations, we are interested in the value of a physical quantity $y$ that is difficult or impossible to measure directly. Examples of such quantities are the distance to a star and the amount of oil in a given well. Since we cannot measure $y$ directly, a natural idea is to measure $y$ indirectly. Specifically, we find some easier-to-measure quantities $x_1, \ldots, x_n$ which are related to $y$ by a known relation $y = f(x_1, \ldots, x_n)$; this relation may be a simple functional transformation, or complex algorithm (e.g., for the amount of oil, numerical solution to an inverse problem). Then, to estimate $y$, we first measure the values of the quantities $x_1, \ldots, x_n$, and then we use the results $\bar{x}_1, \ldots, \bar{x}_n$ of these measurements to compute an estimate $\hat{y}$ for $y$ as $\hat{y} = f(\bar{x}_1, \ldots, \bar{x}_n)$.

For example, to find the resistance $R$, we measure current $I$ and voltage $V$, and then use the known relation $R = V/I$ to estimate resistance as $\bar{R} = \frac{\bar{V}}{\bar{I}}$.

Computing an estimate for $y$ based on the results of direct measurements is called data processing; data processing is the main reason why computers were invented in the first place, and data processing is still one of the main uses of computers as number crunching devices.

Comment. In this paper, for simplicity, we consider the case when the relation between $x_i$ and $y$ is known exactly; in some practical situations, we only know an approximate relation between $x_i$ and $y$.

II. WHY INTERVAL COMPUTATIONS? FROM COMPUTING TO PROBABILITIES TO INTERVALS

Measurements are never 100% accurate, so in reality, the actual value $x_i$ of $i$-th measured quantity can differ from the measurement result $\bar{x}_i$. Because of these measurement errors $\Delta x_i \overset{\text{def}}{=} \bar{x}_i - x_i$, the result $\hat{y} = f(\bar{x}_1, \ldots, \bar{x}_n)$ of data processing is, in general, different from the actual value $y = f(x_1, \ldots, x_n)$ of the desired quantity $y$.

It is desirable to describe the error $\Delta y \overset{\text{def}}{=} \hat{y} - y$ of the result of data processing. To do that, we must have some information about the errors of direct measurements.

What do we know about the errors $\Delta x_i$ of direct measurements? First, the manufacturer of the measuring instrument must supply us with an upper bound $\Delta_i$ on the measurement error. If no such upper bound is supplied, this means that no accuracy is guaranteed, and the corresponding "measuring instrument" is practically useless. In this case, once we performed a measurement and got a measurement result $\bar{x}_i$, we know that the actual (unknown) value $x_i$ of the measured quantity belongs to the interval $x_i = [\bar{x}_i - \Delta_i, \bar{x}_i + \Delta_i]$. and $\Delta_i = \bar{x}_i + \Delta_i$.

In many practical situations, we not only know the interval $[\Delta_i, \Delta_i]$ of possible values of the measurement error; we also know the probability of different values $\Delta x_i$ within this interval. This knowledge underlies the traditional engineering
approach to estimating the error of indirect measurement, in which we assume that we know the probability distributions for measurement errors \( \Delta x_i \).

In practice, we can determine the desired probabilities of different values of \( \Delta x_i \) by comparing the results of measuring with this instrument with the results of measuring the same quantity by a standard (much more accurate) measuring instrument. Since the standard measuring instrument is much more accurate than the one used, the difference between these two measurement results is practically equal to the measurement error; thus, the empirical distribution of this difference is close to the desired probability distribution for measurement error. There are two cases, however, when this determination is not done:

- First is the case of cutting-edge measurements, e.g., measurements in fundamental science. When a Hubble telescope detects the light from a distant galaxy, there is no “standard” (much more accurate) telescope floating nearby that we can use to calibrate the Hubble: the Hubble telescope is the best we have.
- The second case is the case of measurements on the shop floor. In this case, in principle, every sensor can be thoroughly calibrated, but sensor calibration is so costly—usually costing ten times more than the sensor itself—that manufacturers rarely do it.

In both cases, we have no information about the probabilities of \( \Delta x_i \); the only information we have is the upper bound on the measurement error.

In this case, after we performed a measurement and got a measurement result \( \bar{x}_i \), the only information that we have about the actual value \( x_i \) of the measured quantity is that it belongs to the interval \( x_i = [\bar{x}_i - \Delta_i, \bar{x}_i + \Delta_i] \). In such situations, the only information that we have about the (unknown) actual value of \( y = f(x_1, \ldots, x_n) \) is that \( y \) belongs to the range \( y = [\underline{y}, \overline{y}] \) of the function \( f \) over the box

\[
y = [\underline{y}, \overline{y}] = \{ f(x_1, \ldots, x_n) \mid x_1 \in x_1, \ldots, x_n \in x_n \}.
\]

The process of computing this interval range based on the input intervals \( x_i \) is called **interval computations**; see, e.g., [6], [12].

**III. CASE OF FUZZY UNCERTAINTY: REMINDER**

Often, knowledge comes in terms of uncertain expert estimates. In the fuzzy case, to describe this uncertainty, for each value of estimation error \( \Delta x_i \), we describe the degree \( \mu_i(\Delta x_i) \) to which this value is possible.

For each degree of certainty \( \alpha \), we can determine the set of values of \( \Delta x_i \) that are possible with at least this degree of certainty—the \( \alpha \)-cut \( \{ x \mid \mu(x) \geq \alpha \} \) of the original fuzzy set. In most cases, this \( \alpha \)-cut is an interval.

Vice versa, if we know \( \alpha \)-cuts for every \( \alpha \), then, for each object \( x \), we can determine the degree of possibility that \( x \) belongs to the original fuzzy set [2], [8], [13], [14], [15], [16]. A fuzzy set can be thus viewed as a nested family of its \( \alpha \)-cuts.

So, if instead of a (crisp) interval \( x_i \) of possible values of the measured quantity, we have a fuzzy set \( \mu_i(x) \) of possible values, then we can view this information as a family of nested intervals \( x_i(\alpha) = \alpha \)-cuts of the given fuzzy sets.

**IV. FROM THE COMPUTATIONAL VIEWPOINT, PROCESSING FUZZY UNCERTAINTY REDUCES TO PROCESSING OF INTERVAL UNCERTAINTY**

We have already mentioned that if instead of a (crisp) interval \( x_i \) of possible values of the measured quantity, we have a fuzzy set \( \mu_i(x) \) of possible values, then we can view this information as a family of nested intervals \( x_i(\alpha) = \alpha \)-cuts of the given fuzzy sets.

Our objective is then to compute the fuzzy number corresponding to this the desired value \( y = f(x_1, \ldots, x_n) \). In this case, for each level \( \alpha \), to compute the \( \alpha \)-cut of this fuzzy number, we can apply interval computations to the \( \alpha \)-cuts \( x_i(\alpha) \) of the corresponding fuzzy sets. The resulting nested intervals form the desired fuzzy set for \( y \).

So, e.g., if we want to describe 10 different levels of uncertainty, then we must solve 10 interval computation problems.

**Comment.** In many practical situations, there is no need to perform 10 computations. For example, it is often reasonable to assume that the processing function is linear (i.e., terms quadratic in \( \Delta x_i \) can be safely ignored) and all the membership functions \( \mu_i(x_i) \) have the same shape and only differ by a scaling parameter, i.e., all have the form \( \mu_i(\Delta x_i) = \mu_0(\Delta x_i/\Delta) \) for some fixed function \( \mu_0(\Delta) \) (e.g., triangular or Gaussian). In this case, as it well known [3], [4], [5], [7], the membership function for \( \Delta y \) has a similar form \( \mu_0(\Delta y/\Delta) \), where \( \Delta \) is determined by the applying interval computations to the largest intervals (corresponding to \( \alpha = 0 \)).

**V. INTERVAL COMPUTATIONS TECHNIQUES: BRIEF REMINDER**

Historically the first method for computing the enclosure for the range is the method which is sometimes called “straightforward” interval computations. This method is based on the fact that inside the computer, every algorithm consists of elementary operations (arithmetic operations, min, max, etc.). For each elementary operation \( f(a, b) \), if we know the intervals \( a \) and \( b \) for \( a \) and \( b \), we can compute the exact range \( f(a, b) \). The corresponding formulas form the so-called interval arithmetic. For example,

\[
[a, \pi] + [b, \pi] = [a + b, \pi + \pi]; \quad [a, \pi] - [b, \pi] = [a - b, \pi - \pi]; \quad [a, \pi] \cdot [b, \pi] = [\min(a \cdot b, a \cdot \pi, b \cdot \pi, \pi \cdot \pi), \max(a \cdot b, a \cdot \pi, b \cdot \pi, \pi \cdot \pi)].
\]
In straightforward interval computations, we repeat the computations forming the program \( f \) step-by-step, replacing each operation with real numbers by the corresponding operation of interval arithmetic. It is known that, as a result, we get an enclosure \( \mathbf{Y} \supseteq \mathbf{y} \) for the desired range.

In some cases, this enclosure is exact. In more complex cases (see examples below), the enclosure has excess width.

VI. EXAMPLE

Let us illustrate the above idea on the example of estimating the range of the function \( f(x) = (x-2) \cdot (x+2) \) on the interval \( x \in [1, 2] \).

We start with parsing the expression for the function, i.e., describing how a computer will compute this expression; it will implement the following sequence of elementary operations:

\[
\begin{align*}
r_1 &:= x - 2; \\
r_2 &:= x + 2; \\
r_3 &:= r_1 \cdot r_2.
\end{align*}
\]

The main idea behind straightforward interval computations is to perform the same operations, but with intervals instead of numbers:

\[
\begin{align*}
r_1 &:= [1, 2] - [2, 2] = [-1, 0]; \\
r_2 &:= [1, 2] + [2, 2] = [3, 4]; \\
r_3 &:= [-1, 0] \cdot [3, 4] = [-4, 0].
\end{align*}
\]

For this function, the actual range is \( f(x) = [-3, 0] \).

Comment: this is just a toy example, there are more efficient ways of computing an enclosure \( \mathbf{Y} \supseteq \mathbf{y} \).

VII. MORE SOPHISTICATED INTERVAL COMPUTATIONS TECHNIQUES: CENTERED FORM

A better range is often provided by a centered form, in which a range \( f(x_1, \ldots, x_n) \) of a smooth function on a box \( x_1 \times \ldots \times x_n \) is estimated as

\[
f(x_1, \ldots, x_n) \subseteq f(\bar{x}_1, \ldots, \bar{x}_n) + \sum_{i=1}^{n} \frac{\partial f}{\partial x_i}(x_1, \ldots, x_n) \cdot [-\Delta_i, \Delta_i],
\]

where \( \bar{x}_i := (\bar{x}_i + \bar{x}_i)/2 \) is the interval’s midpoint and \( \Delta_i := (\bar{x}_i - \bar{x}_i)/2 \) is its half-width.

The derivatives can be computed by using automatic differentiation techniques; see, e.g., [6].

Centered form provides an accuracy of order \( O(\varepsilon^2) \), where \( \varepsilon \) is the largest width of the input intervals.

VIII. EXAMPLE

For example, for the function \( f(x) = (x-2) \cdot (x+2) \) on the interval \( x \in [1, 2] \), we have only one variable \( x \). With respect to this variable, the derivative is equal to \( (x+2) + (x-2) \). The range of this derivative for \( x \in [1, 2] \) is equal to

\[
([1, 2] - 2) \cdot ([1, 2] + 2) = [-1, 0] + [3, 4] = [2, 4],
\]

the midpoint is \( \bar{x} = 1.5 \) (at which \( f(\bar{x}) = -1.75 \)), and the halfwidth is \( \Delta = 0.5 \). Thus, the resulting estimate for the range is

\[
-1.75 + [2, 4] \cdot [-0.5, 0.5] = -1.75 + [-2, 2] = [-3.75, 0.25].
\]

IX. ANOTHER INTERVAL IDEA: BISECTION

To get an even better estimate for the range, we can bisect the original interval(s), compute the ranges over all subintervals, and then take the union of the resulting ranges. For example, \( f(x) = (x-2) \cdot (x+2) \) on the interval \( x \in [1, 2] \)

after bisection, we get intervals \([1, 1.5]\) and \([1.5, 2]\). Over the first subinterval, the centered form leads to the range

\[
(1.25^2 - 4) + [2, 3] \cdot [-0.25, 0.25] = 1.5625 - 4 + [-0.75, 0.75] = [-3.1875, -1.6875].
\]

Over the second subinterval, the centered form leads to the range

\[
(1.75^2 - 4) + [3, 4] \cdot [-0.25, 0.25] = 3.0625 - 4 + [-1, 1] = [-1.9375, 0.0625].
\]

Thus, the union of these two estimates is \([-3.1875, 0.0625]\), which is much closer to the actual range \([-3, 0]\).

If we apply bisection to each of these intervals, we get an even better estimate for the range.

X. INTERVAL COMPUTATIONS ARE COMPUTATIONALLY EXPENSIVE

In the above example, the more accurate range we want, the more computations we need to perform. This is not accidental: it turns out that in general, the problem of estimating the exact range

\[
[y, \bar{y}] = f(x_1, \ldots, x_n) = \{ f(x_1, \ldots, x_n) : x_i \in [\underline{x}_i, \bar{x}_i] \}
\]

of an arithmetic expression \( f(x_1, \ldots, x_n) \) under interval uncertainty \( x_i \in [\underline{x}_i, \bar{x}_i] \) is computationally difficult (NP-hard); see, e.g., [10].

XI. INTERVAL COMPUTATIONS: NEED FOR TRADE-OFF BETWEEN ACCURACY AND COMPUTATION TIME

Crudeely speaking, NP-hardness means that for problems of reasonable size, exact computation is practically impossible. For such problems, we need techniques for approximate computations.

As a result, there exist different methods for estimating such a range: some methods require a longer computation time and lead to more accurate results, other methods lead to somewhat less accurate results but are much faster than the more accurate techniques.

XII. PARTICULAR CASE OF THE TRADE-OFF: DIFFERENT OPERATION FOR INTERVAL MULTIPLICATION

In this paper, we will consider different operations for interval multiplication. We have already mentioned that for multiplication \( f(x_1, x_2) = x_1 \cdot x_2 \), there exists an exact formula \([y, \bar{y}]\), where

\[
y = \min(\bar{x}_1, \bar{x}_2, \underline{x}_1, \bar{x}_2, \bar{x}_1, \underline{x}_2, \bar{x}_1, \underline{x}_2) \]

and

\[
\bar{y} = \max(\bar{x}_1, \bar{x}_2, \bar{x}_1, \bar{x}_2, \bar{x}_1, \underline{x}_2, \bar{x}_1, \underline{x}_2).
\]
In addition to this exact formula, there are also faster-to-compute approximate formulas: e.g., to estimate the range of $y = x_1 \cdot x_2$ when

$$x_1 \in [\bar{x}_1 - \Delta_1, \bar{x}_1 + \Delta_1] \text{ and } x_2 \in [\bar{x}_2 - \Delta_2, \bar{x}_2 + \Delta_2],$$

we can find the smallest $\Delta$ for which all possible values of $x_1 \cdot x_2$ belong to the interval $[\bar{y} - \Delta, \bar{y} + \Delta]$, where $\bar{y} \overset{\text{def}}{=} \bar{x}_1 \cdot \bar{x}_2$.

The resulting interval arithmetic has been successfully used, e.g., in [17]. In particular, for intervals of non-negative numbers, we get $\Delta = \bar{x}_1 \cdot \Delta_2 + \bar{x}_2 \cdot \Delta_1 + \Delta_1 \cdot \Delta_2$.

Similar formulas have been used for complex arithmetic [17].

Other interval multiplication operations have also been proposed and successfully used.

**XIII. NEED FOR DESCRIPTION OF DIFFERENT INTERVAL MULTIPLICATION OPERATIONS**

Different interval multiplication operations have their own advantages and drawbacks on the trade-off scale between accuracy and computational efficiency. To make effective decisions on selecting an operation, it is desirable to get a good general description of all possible interval multiplication operations.

**XIV. WHAT IS AN INTERVAL MULTIPLICATION OPERATION? MAIN REQUIREMENTS**

The following are reasonable requirements on the interval multiplication:

- this operation is *commutative*, i.e.,
  \[ a \cdot b = b \cdot a \]
  for all possible intervals $a$ and $b$;
- this operation is *associative*, i.e.,
  \[ a \cdot (b \cdot c) = (a \cdot b) \cdot c \]
  for all possible intervals $a$, $b$, and $c$;
- this operation is $\subseteq$-monotonic in the sense that if $a \subseteq a'$ and $b \subseteq b'$ then $a \cdot b \subseteq a' \cdot b'$;
- this operation produces an exact range when one of the intervals is a number (i.e., a degenerate interval): e.g., for $a > 0$, we have $[a, a] \cdot [b, \bar{b}] = [a \cdot b, a \cdot \bar{b}]$.

**XV. A 1-D ANALOGUE OF THIS PROBLEM AND T-NORMS**

A similar 1-D problem of classifying all associative operations $a \ast b$ on real numbers (under reasonable monotonicity assumptions) is well known in the foundations of fuzzy techniques: it has led to a known classification of t-norms; see e.g., [8], [16].

Reminder: a t-norm is defined as a commutative associative monotonic operation $t : [0, 1] \times [0, 1] \to [0, 1]$ for which $t(1, 1) = 1$ and $t(0, 0) = t(0, 1) = 0$. A t-norm is a fuzzy analog of an “and” operation: if our degree of trust in $A$ is $a$, and our degree of trust in $B$ is $b$, then our degree of trust in “$A$ and $B$” is $t(a, b)$. Since “$A$ and $B$” means the same as “$B$ and $A$”, it is reasonable to require that $t(a, b) = t(b, a)$; this explain commutativity. Other properties can be justified in a similar way.

According to the known classification, some t-norms can be represented as $a \ast b = F^{-1}(F(a) + F(b))$ for an appropriate function $F(x)$ (where $F^{-1}$ denotes an inverse function), and all the others (such as $a \ast b = \min(a, b)$) can be represented as limits of such t-norms. For example,

$$\min(a, b) = \lim_{t \to \infty} (a^{-t} + b^{-t})^{-1/t},$$

i.e., it is equal to the limit of expressions corresponding to $F(a) = a^{-t}$.

The above formula can be reformulated as $F(a \ast b) = F(a) + F(b)$, i.e., as a fact that the operation $\ast$ is isomorphic to addition.

A similar classification is known for commutative associative monotonic operations defined on arbitrary subintervals of the real line; see, e.g., [14]

**XVI. THE COMPLEXITY OF OUR 2-D CLASSIFICATION PROBLEM**

The main difficulty in describing possible interval multiplication operations is that, in contrast to operations on the 1-D set of real numbers, there is no known classification result for associative operations on the 2-D set of intervals.

**XVII. HOW WE SOLVE THIS PROBLEM**

In general, we need two functions of four variables. By definition, an interval multiplication operation is a function that maps a pair of intervals $[\underline{x}_1, \bar{x}_1]$ and $[\underline{x}_2, \bar{x}_2]$ into a new interval $[\underline{y}, \bar{y}]$. Every interval is characterized by two real-valued components (its endpoints). In terms of these components, both $\underline{y}$ and $\bar{y}$ are functions of four input variables $\underline{x}_1$, $\bar{x}_1$, $\underline{x}_2$, and $\bar{x}_2$. Thus, to describe a general interval multiplication operation, we need to describe two functions of four variables.

**Reduction to two functions of two variables.** Every interval $x_i = [\bar{x}_i - \Delta_i, \bar{x}_i + \Delta_i]$ with $\bar{x}_i > 0$ can be represented as a product of its midpoint $\bar{x}_i$ and the interval

$$I(\delta_i) \overset{\text{def}}{=} [1 - \delta_i, 1 + \delta_i]$$

for $\delta_i \overset{\text{def}}{=} \Delta_i / \bar{x}_i$. This value $\delta_i$ is called a *relative half-width* of the interval $x_i$. Due to commutativity and associativity, we thus have

$$x_1 \cdot x_2 = (\bar{x}_1 \cdot \bar{x}_2) \cdot [I(\delta_1) \cdot I(\delta_2)].$$

By the properties of the interval multiplication, the product of an interval $I(\delta_1) \cdot I(\delta_2)$ and a real number $\bar{x}_1 \cdot \bar{x}_2$ is equal to the actual range. Thus, to describe a general interval multiplication operation, it is sufficient to describe the product $I(\delta_1) \cdot I(\delta_2)$ of two intervals $I(\delta_1) \cdot I(\delta_2)$ of type $[1 - \delta_i, 1 + \delta_i]$.

To describe this product, we must describe the two endpoints of this product interval as functions of two variables $\delta_1$ and $\delta_2$. So, to describe a general interval multiplication operation, we need two real-valued functions of two real variables.
Examples. For the standard interval multiplication, when $\delta < 1$, we have

$$I(\delta_1) \cdot I(\delta_2) = [1 - \delta_1, 1 + \delta_1] \cdot [1 - \delta_2, 1 + \delta_2] = [(1 - \delta_1) \cdot (1 - \delta_2), (1 + \delta_1) \cdot (1 + \delta_2)].$$

For Rump's arithmetic from [17],

$$I(\delta_1) \cdot I(\delta_2) = [1 - \delta_1, 1 + \delta_1] \cdot [1 - \delta_2, 1 + \delta_2] = [1 - (\delta_1 + \delta_2 + \delta_1 \cdot \delta_2), 1 + (\delta_1 + \delta_2 + \delta_1 \cdot \delta_2)],$$

i.e., $I(\delta_1) \cdot I(\delta_2) = I(\delta)$, where $\delta = \delta_1 + \delta_2 + \delta_1 \cdot \delta_2$.

Reduction to one function of two variables and one function of one variable. We achieved the above reduction by representing each input interval $x_i$ as a product of its midpoint $\bar{x}_i$ and an interval $I(\delta_i)$ centered at 1. To get a further reduction, let us apply this representation to the output interval.

We have already mentioned that it is sufficient to consider the product $I(\delta_1) \cdot I(\delta_2)$. For this product, a similar representation takes the form

$$I(\delta_1) \cdot I(\delta_2) = m(\delta_1, \delta_2) \cdot I(w(\delta_1, \delta_2)),$$

where $m(\delta_1, \delta_2)$ denotes the midpoint of the product interval $I(\delta_1) \cdot I(\delta_2)$, and $w(\delta_1, \delta_2)$ denotes the relative half-width of this product interval.

Since the relative half-width does not change if we multiply an interval by a number, this means, in particular, that the relative half-width $\delta$ of the product $y = x_1 \cdot x_2$ of the two intervals $x_1$ depends only on the relative half-widths $\delta_i$ of the corresponding intervals: $\delta = w(\delta_1, \delta_2)$. As a result, when we compute the product

$$(I(\delta_1) \cdot I(\delta_2)) \cdot I(\delta_3),$$

the resulting relative half-width is equal to $w(w(\delta_1, \delta_2), \delta_3)$. So, the associativity of the interval multiplication means that $w$ is an associative operation on real numbers. Similarly, commutativity of the interval multiplication means that $w$ is commutative, and monotonicity means that $w$ is monotonic.

Thus, we can use the known classification result and conclude that either $w(a, b) = F^{-1}(F(a) + F(b))$ for an appropriate function $F(x)$, or $w$ is a limit of such functions. Thus, in the generic case (if we ignore the limit cases)

$$I(\delta_1) \cdot I(\delta_2) = m(\delta_1, \delta_2) \cdot I(F^{-1}(F(\delta_1) + F(\delta_2))).$$

In other words, to describe a general interval multiplication operation, we need a function $m(\delta_1, \delta_2)$ of two variables and a function $F(a)$ of one variable.

Examples. For the standard interval multiplication,

$$m(\delta_1, \delta_2) = \frac{(1 - \delta_1) \cdot (1 - \delta_2) + (1 + \delta_1) \cdot (1 + \delta_2)}{2} = \frac{1 + \delta_1 \cdot \delta_2}{1 + \delta_1 \cdot \delta_2},$$

and therefore

$$w(\delta_1, \delta_2) = \frac{\delta_1 + \delta_2}{1 + \delta_1 \cdot \delta_2}.$$
where \( \delta_1 \cdot \delta_2 = F^{-1}(F(\delta_1) + F(\delta_2)). \)

Thus, we need two monotonic functions of one variables \( F(a) \) and \( \varphi(\delta) \) to describe such an operation. (The actual interval multiplication operation can also be a limit of such operations.)

Comment. It is worth mentioning that a further reduction is impossible: one can check that for arbitrary monotonic functions \( F(a) \) and \( \varphi(\delta) \), the above formula defines an interval multiplication operation. For example, commutativity is straightforward, associativity comes from the fact that

\[
(I(\delta_1) \cdot I(\delta_2)) \cdot I(\delta_3) = \frac{\varphi(\delta_1 \cdot \delta_2)}{\varphi(\delta_1)} \cdot \frac{\varphi(\delta_1 \cdot \delta_2 \cdot \delta_3)}{\varphi(\delta_2)} \cdot \frac{\varphi(\delta_1 \cdot \delta_2 \cdot \delta_3 \cdot \delta_4)}{\varphi(\delta_1 \cdot \delta_2 \cdot \delta_3)} = \frac{\varphi(\delta_1 \cdot \delta_2 \cdot \delta_3 \cdot \delta_4)}{\varphi(\delta_1 \cdot \delta_2 \cdot \delta_3 \cdot \delta_4)} \cdot I(\delta_1) \cdot I(\delta_2) \cdot I(\delta_3).
\]

It is also worth mentioning that while usually, interval computations help in fuzzy computing, here, vice versa, a known fact from fuzzy theory helps interval computations.

XVIII. OTHER APPLICATIONS OF THE PROPOSED CLASSIFICATION

Interval multiplication does not have to be an enclosure. We started with interval multiplication operations which provided an enclosure \( Y \supseteq y \) for the actual interval \( y \), i.e., which guarantee that the product \( y \) is within the resulting interval \( Y \). However, in our classification, we did not require that the result of the operation is an enclosure. Thus, this classification can also be applied to probabilistic situations, where we have intervals which contain \( y \) only with a certain probability \( \approx 1 \).

Case of stochastic arithmetic. Such non-enclosure situations are described, e.g., by stochastic arithmetic (see, e.g., [1]), when for each variable \( x_i \), we know the mean \( \bar{x}_i \) and standard deviation \( \sigma_i \). In statistics, we then usually conclude that the actual value \( x_i \) is (with a high probability) located within an interval \( [\bar{x}_i - k \cdot \sigma_i, \bar{x}_i + k \cdot \sigma_i] \), where \( k = 2, 3, \) or \( 6 \) depending on the desired level of certainty.

Interval multiplication for stochastic arithmetic. Within the stochastic arithmetic, we want, given the means \( \bar{x}_i \) and standard deviations \( \sigma_i \) of two variables \( x_1 \) and \( x_2 \), to find the mean \( \bar{y} \) and the standard deviation \( \sigma \) of their product. In stochastic arithmetic, the variables are assumed to be independent. For independent random variables, the expected value of a product is equal to the product of expected values, so \( \bar{y} = E[x_1 \cdot x_2] = E[x_1] \cdot E[x_2] = \bar{x}_1 \cdot \bar{x}_2 \). Similarly, \( E[(x_1 \cdot x_2)^2] = E[x_1^2] \cdot E[x_2^2] \); since \( E[x_1^2] = \bar{x}_1^2 + \sigma_1^2 \), we conclude that \( \bar{y}^2 + \sigma^2 = (\bar{x}_1^2 + \sigma_1^2) \cdot (\bar{x}_2^2 + \sigma_2^2) \). From this expression one can easily conclude that the corresponding multipication operation is commutative, associative, monotonic, and consistent with multiplication by numbers.

Explicitly, the corresponding interval multiplication operation has the form \( \bar{y} = \bar{x}_1 \cdot \bar{x}_2 \) and

\[
\sigma = \sqrt{\Delta_1^2 + \Delta_2^2}.
\]

This operation is a particular case of our general description. In this case, \( m(\delta_1, \delta_2) = 1 \), and \( w(\delta_1, \delta_2) = \sqrt{1 + \Delta_1^2 + \Delta_2^2} \). We have already mentioned that this expression is equivalent to \( (1 + \Delta_1^2) \cdot (1 + \Delta_2^2) \), thus \( \ln(1 + \Delta_1^2) = \ln(1 + \Delta_2^2) = \ln(1 + \Delta_2^2) \) and \( w(\delta_1, \delta_2) = F^{-1}(F(\delta_1) + F(\delta_2)) \) for \( F(\delta) = \ln(1 + \Delta^2) \).
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