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Abstract

It is often necessary to divide a certain amount of money between \( n \) participants, i.e., to assign, to each participant, a certain portion \( w_i \geq 0 \) of the whole sum (so that \( w_1 + \ldots + w_n = 1 \)). In some situations, from the fairness requirements, we can uniquely determine these “weights” \( w_i \). However, in some other situations, general considerations do not allow us to uniquely determine these weights, we only know the intervals \( [w_i^-, w_i^+] \) of possible fair weights. We show that natural fairness requirements enable us to choose unique weights from these intervals; as a result, we present an algorithm for fair division under interval uncertainty.

1 Introduction to the Problem

The general problem of fair division. It is often necessary to divide a certain amount of money between \( n \) participants, i.e., to assign, to each participant, a certain portion \( w_i \geq 0 \) of the whole sum (so that \( w_1 + \ldots + w_n = 1 \)).

In some situations, we do not know the exact weights. In some situations, from the fairness requirements, we can uniquely determine the “weights” \( w_i \). However, in some other situations, general considerations do not allow us to uniquely determine these weights, we only know the intervals \( w_i = [w_i^-, w_i^+] \) of possible fair weights.
Formulation of the problem. We want to select some values \( w_i \in \mathbb{W} \) for which \( w_1 + \ldots + w_n = 1 \), and assign to each participant \( w_i \)-th portion of the divided sum. How can we do that fairly?

Comment. Before we choose the weights from the given intervals \( w_i \), we must be sure that such a choice is possible, i.e., that the given intervals \( w_i \) are consistent. This consistency condition can be easily expressed in terms of a double inequality:

- From \( w_i^- \leq w_i \leq w_i^+ \), we conclude that \( W^- = w_1^- + \ldots + w_n^- \leq w_1 + \ldots + w_n = 1 \) \( \leq w_1^+ + \ldots + w_n^+ = W^+ \). Thus, the given intervals must satisfy the inequality \( W^- \leq 1 \leq W^+ \).

- Vice versa, if \( W^- \leq 1 \leq W^+ \), then the interval \([W^-, W^+]\) of possible values of \( w_1 + \ldots + w_n \) contains 1, and therefore, 1 can be represented as \( w_1 + \ldots + w_n \) for some \( w_i \in \mathbb{W} \).

So, this consistency condition is equivalent to \( W^- \leq 1 \leq W^+ \).

2 Towards a Formalization of the Problem

We want to describe a transformation \( T \) that maps every finite consistent sequence of intervals \( w_i \subseteq [0, 1], 1 \leq i \leq n \), into a sequence of exactly as many real values \( w_i \in \mathbb{W} \):

\[
(w_1, \ldots, w_n) \rightarrow (w_1, \ldots, w_n)
\]

in such a way that for the resulting sequence of real numbers, \( w_1 + \ldots + w_n = 1 \).

There are some natural properties that we expect from this transformation:

1. First, the distribution must be fair, it must not depend on the order in which we presented the participants. A participant who was assigned \( \#1 \) could as well be assigned \( \#5 \), and vice versa. Therefore, the desired function should not change if we simply swap \( i \)-th and \( j \)-th participants: If

\[
(w_1, \ldots, w_{i-1}, w_i, w_{i+1}, \ldots, w_{j-1}, w_j, w_{j+1}, \ldots, w_n) \rightarrow (w_1, \ldots, w_{i-1}, w_{i+1}, \ldots, w_{j-1}, w_j, w_{i+1}, \ldots, w_n),
\]

then

\[
(w_1, \ldots, w_{i-1}, w_j, w_{i+1}, \ldots, w_{j-1}, w_i, w_{j+1}, \ldots, w_n) \rightarrow (w_1, \ldots, w_{i-1}, w_j, w_{i+1}, \ldots, w_{j-1}, w_i, w_{j+1}, \ldots, w_n).
\]

2. The second property is related to the following fact: two participants should neither gain nor lose simply by joining together. If we know the exact weights \( w_i \).
and \( w_2 \) of each of the original participants, then the weight of their combination is equal to \( w_1 + w_2 \). If we do not know the exact weights of each participant, i.e., if we only know the intervals of possible values \( w_1 = [w_1^-, w_1^+] \) and \( w_2 = [w_2^-, w_2^+] \) of these weights, then the weight of their combination can take any value \( w_1 + w_2 \) where \( w_1 \in w_1 \) and \( w_2 = w_2 \). This set of possible values is known to be also an interval, with the bounds \( [w_1^- + w_2^-, w_1^+ + w_2^+] \). In interval computations (see, e.g., [1, 2, 3, 4, 5, 6]), this new interval is called the sum of the two intervals \( w_1 \) and \( w_2 \) and denoted by \( w_1 + w_2 \).

Ideally, the division should not change if we simply combine two participants. In other words: If

\[
(w_1, w_2, w_3, \ldots, w_n) \rightarrow (w_1, w_2, w_3, \ldots, w_n),
\]

then

\[
(w_1 + w_2, w_3, \ldots, w_n) \rightarrow (w_1 + w_2, w_3, \ldots, w_n),
\]

(2')

3. Finally, small changes in the endpoints \( w_i^- \) or \( w_i^+ \) should not drastically affect the resulting division. In other words, we want the transformation \( T \) to be continuous for any given \( n \).

3 Definitions and the Main Result

**Definition 1.** We say that a sequence of intervals \( w_i = [w_i^-, w_i^+] \subseteq [0, 1] \), \( 1 \leq i \leq n \), is consistent if \( w_1^- + \ldots + w_n^- \leq 1 \leq w_1^+ + \ldots + w_n^+ \).

**Definition 2.**

- By a division under interval uncertainty, we mean a transformation \( T \) that transforms every consistent finite sequence of intervals \( w_1, \ldots, w_n \) into a sequence of real numbers \( w_i \in w_i \) for which \( w_1 + \ldots + w_n = 1 \).
- We say that a division is fair if it is continuous and satisfies the conditions (1)-(2).

**Theorem.** There exists exactly one fair division under interval uncertainty, and this fair division has the form

\[
w_i = \frac{W^+ - 1}{W^+ - W^-} \cdot w_i^- + \frac{1 - W^-}{W^+ - W^-} \cdot w_i^+,
\]

(3)

where

\[
W^- = w_1^- + \ldots + w_n^-,
\]

(4a)

and

\[
W^+ = w_1^+ + \ldots + w_n^+.
\]

(5)
Comments.

- Formula (3) can be re-written in the following equivalent form:

\[ w_i = w_i^- + \frac{\Delta w_i}{\Delta W} \cdot (1 - W^-), \]  

where \( \Delta w_i = w_i^+ - w_i^- \), and \( \Delta W = \Delta w_1 + \ldots + \Delta w_n \). Since \( W^- = w_1^- + \ldots + w_n^- \leq 1 \), what we are doing is essentially adding to the lower endpoint \( w_i^- \) for \( i \)-th weight an amount proportional to the width \( \Delta w_i = w_i^+ - w_i^- \) of the corresponding weight interval \([w_i^-, w_i^+]\). This width is a natural measure of uncertainty with which we know \( i \)-th weight.

- Alternatively, we can represent the formula (3) in another equivalent form:

\[ w_i = w_i^+ - \frac{\Delta w_i}{\Delta W} \cdot (W^+ - 1), \]  

Since \( W^+ = w_1^+ + \ldots + w_n^+ \geq 1 \), what we are doing is essentially subtracting to the upper probability \( w_i^+ \) an amount proportional to the width \( \Delta w_i = w_i^+ - w_i^- \) of the corresponding weight interval \([w_i^-, w_i^+]\).

Examples:

- If all the weight intervals coincide, we get \( w_i = 1/n \) for all \( i \), in good accordance with the notion of fairness.

- If we only know the upper bounds \( w_i^+ \) for the weights, i.e., if \( w_i^- = 0 \) for all \( i \), then

\[ w_i = \frac{w_i^+}{w_1^+ + \ldots + w_n^+}. \]

- If we only know the lower bounds \( w_i^- \) for the weights, i.e., if \( w_i^+ = 0 \) for all \( i \), then

\[ w_i = \frac{n - 1}{n - W^-} \cdot w_i^+ + \frac{1}{n - W^-}. \]

4 Proof of the Theorem

1. Let us first make a comment that will be used in the following proof. Due to symmetry (1'), if two of \( n \) intervals coincide, i.e., if \( w_i = w_j \), then the resulting values \( w_i \) and \( w_j \) must be equal too.

2. We want to prove that the transformation \( T \) is described by the formula (3) for all consistent sequences of intervals \( w_i \). To prove it, let us first start by showing that this is true for intervals \( w_i = [w_i^-, w_i^+] \) with rational endpoints.

Since all the endpoints are rational, we can reduce them to a common denominator. Let us denote this common denominator by \( N \); then each of the
endpoints $w_i^-$ and $w_i^+$ has the form $m/N$ for a non-negative integer $m$. Let us denote the corresponding numerators by $m_i^-$ and $m_i^+$; then, we have $w_i^- = m_i^- /N$ and $w_i^+ = m_i^+/N$ (where $m_i^- = N \cdot w_i^-$ and $m_i^+ = N \cdot w_i^+$).

Each interval $w_i = [m_i^-/N, m_i^+/N]$ can be represented as a sum of $m_i^-$ degenerate intervals $[1/N, 1/N]$ and $m_i^+ - m_i^-$ non-degenerate intervals $[0, 1/N]$. Totally, we get $m_1^- + \ldots + m_n^- = N \cdot (w_1^- + \ldots + w_n^-) = N \cdot W^-$ degenerate intervals $[1/N, 1/N]$ and $N \cdot (W^+ - W^-)$ non-degenerate intervals $[0, 1/N]$. So, if we know how the transformation $T$ transforms the resulting “long list” of $N \cdot W^- + N \cdot (W^+ - W^-) = N \cdot W^+$ intervals, we will be able to use the property $(2')$ and find the result of applying $T$ to the original set of intervals.

What is the result of applying $T$ to this long list? This long list contains intervals of two types, and intervals of each type are identical. We have already proven (in Part 1 of this proof) that if two intervals from the list are equal, then the corresponding values of $w_i$ are equal too. Thus:

- the transformation $T$ maps all degenerate intervals $[1/N, 1/N]$ into one and the same value $\alpha \in [1/N, 1/N]$, i.e., into the value $w_i = 1/N$;
- similarly, the transformation $T$ maps all non-degenerate intervals $[0, 1/N]$ into one and the same value; we will denote this value by $\beta$.

So, we get the mapping

$$
\left( \left[ \frac{1}{N}, \frac{1}{N} \right], \ldots, \left[ \frac{1}{N}, \frac{1}{N} \right], \left[ 0, \frac{1}{N} \right], \ldots, \left[ 0, \frac{1}{N} \right] \right) \rightarrow \left( \frac{1}{N}, \frac{1}{N}, \beta, \ldots, \beta \right).
$$

From the condition that $w_1 + \ldots + w_n = 1$, we conclude that

$$
\frac{1}{N} + \ldots + \frac{1}{N} \ (N \cdot W^- \text{ times}) + \beta + \ldots + \beta \ (N \cdot (W^+ - W^-) \text{ times}) = 1,
$$

i.e., that

$$
\frac{N \cdot W^-}{N} + \beta \cdot N \cdot (W^+ - W^-) = 1;
$$

hence,

$$
\beta = \frac{1 - W^-}{N \cdot (W^+ - W^-)}.
$$

If we apply the property $(2')$ to the formula (6), then we can conclude that

$$
\left( \ldots, w_i, \ldots \right) =
$$

$$
\left( \left[ \frac{1}{N}, \frac{1}{N} \right], \ldots, \left[ \frac{1}{N}, \frac{1}{N} \right], \left[ 0, \frac{1}{N} \right], \ldots, \left[ 0, \frac{1}{N} \right] \right) + \left( m_i^- \text{ times} \right) +
$$

$$
\left[ 0, \frac{1}{N} \right], \ldots, \left[ 0, \frac{1}{N} \right] \ (m_i^+ - m_i^- \text{ times}, \ldots)
$$

\rightarrow
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\[
\left( \ldots, \frac{1}{N} + \ldots + \frac{1}{N} \ (m_i^- \text{ times}) + \beta + \ldots + \beta \ (m_i^+ - m_i^- \text{ times}), \ldots \right) = \\
\left( \ldots, w_i, \ldots \right),
\]
where
\[
w_i = m_i^- \cdot \frac{1}{N} + (m_i^+ - m_i^-) \cdot \beta.
\] (8)

Substituting the formula (7) instead of \( \beta \), we conclude that
\[
w_i = \frac{m_i^-}{N} + \frac{m_i^+ - m_i^-}{N} \cdot \frac{1 - W^-}{W^+ - W^-}.
\] (9)

By definition of the numbers \( m_i^- \), we conclude that \( m_i^- / N = w_i^- \) and that \( (m_i^+ - m_i^-) / N = (m_i^+ / N) - (m_i^- / N) = w_i^+ - w_i^- \). Therefore, (9) takes the form
\[
w_i = w_i^- + (w_i^+ - w_i^-) \cdot \frac{1 - W^-}{W^+ - W^-}.
\]

Grouping together terms proportional to \( w_i^- \), we conclude that
\[
w_i = w_i^- \cdot \left( 1 - \frac{1 - W^-}{W^+ - W^-} \right) + w_i^+ \cdot \frac{1 - W^-}{W^+ - W^-},
\] (10)
and finally, subtracting the two fractions in (10), we get the desired result (3).

3. We have shown that the formula (3) holds for all intervals with rational endpoints. Since the transformation \( T \) is continuous, and since every interval can be represented as a limit of intervals with rational endpoints, we can conclude, by tending to a limit, that this formula is true for all intervals. The theorem is proven.
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