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Abstract

We extend the main formulas of interval arithmetic \(x_1 \oplus x_2\) for different arithmetic operations \(\oplus\) to the case when, for each input \(x_i\), in addition to the interval \([L_i, R_i]\) of possible values, we also know its mean \(E_i\) (or an interval \([E_i, \bar{E}_i]\) of possible values of the mean), and we want to find the corresponding bounds for \(x_1 \oplus x_2\) and its mean.

1 Error Estimation for Indirect Measurements: An Important Practical Problem

A practically important class of statistical problems is related to data processing (indirect measurements). Some physical quantities \(y\) – such as the distance to a star or the amount of oil in a given well – are impossible or difficult to measure directly. To estimate these quantities, we use indirect measurements, i.e., we measure some easier-to-measure quantities \(x_1, \ldots, x_n\) which are related to \(y\) by a known relation \(y = f(x_1, \ldots, x_n)\), and then use the measurement results \(\bar{x}_i\) \((1 \leq i \leq n)\) to compute an estimate \(\bar{y}\) for \(y\) as \(\bar{y} = f(\bar{x}_1, \ldots, \bar{x}_n)\):
For example, to find the resistance $R$, we measure current $I$ and voltage $V$, and then use the known relation $R = V/I$ to estimate resistance as $\tilde{R} = \tilde{V}/\tilde{I}$.

Measurement are never 100% accurate, so in reality, the actual value $x_i$ of $i$-th measured quantity can differ from the measurement result $\tilde{x}_i$. In probabilistic terms, $x_i$ is a random variable; its probability distribution describes the probabilities of different possible value of measurement error $\Delta x_i \triangleq \tilde{x}_i - x_i$. It is desirable to describe the error $\Delta y \triangleq \tilde{y} - y$ of the result of data processing:

2 Robust Statistics and Interval Computations

Often, we know (or assume) that the measurement error $\Delta x_i$ of each direct measurement is normally distributed with a known standard deviation $\sigma_i$, and that measurement errors corresponding to different measurements are independent. These assumptions – justified by the central limit theorem, according to which sums of independent identically distributed random variables with finite moments tend quickly toward the Gaussian distribution – underly the traditional engineering approach to estimating measurement errors.

In some situations, the error distributions are not Gaussian, but we know their exact shape (e.g., lognormal). In many practical measurement situations, however, we only have partial information about the probability distributions [13, 14].

Traditional statistical techniques deal (see, e.g., [20]) with the situations when we know the exact shape of the probability distributions. To deal with
practical situations in which we only have a partial information about the distributions, special techniques have to be invented. Such techniques are called methods of robust statistics. They are called robust because they are usually designed to provide guaranteed estimates, i.e., estimates which are valid for all possible distributions from a given class [9, 20].

An important case of partial information about a random variable \( x \) is when we know (with probability 1) that \( x \) is within a given interval \( x = [\underline{x}, \overline{x}] \), but we have no information about the probability distribution within this interval. In other words, \( x \) may be uniformly distributed on this interval, it may be deterministic (i.e., distributed in a single value with probability 1), distributed according to a truncated Gaussian, bimodal distribution – we do not know.

This situation occurs often in measurement practice [16] when, for a measuring instrument, we do not know the probability distribution of the measurement error \( \Delta x \), and instead, we only know the upper bound \( \Delta \) on the measurement error \( |\Delta x| \leq \Delta \). This upper bound is usually provided by the manufacturer of the measuring instrument. (If the manufacturer does not guarantee any upper bound on the measurement error, then this “measuring instrument” is practically useless.) In this case, after we performed a measurement and got a measurement result \( \bar{x} \), the only information that we have about the actual value \( x \) of the measured quantity is that it belongs to the interval \( x = [\bar{x} - \Delta, \bar{x} + \Delta] \).

In some case, instead of providing us with a single bound on \( |\Delta x| \), the manufacturer provides us with two different bounds: the lower bound \( \underline{\Delta} \) and the upper bound \( \overline{\Delta} \) on \( \Delta x \). In this case, after we performed a measurement and got a measurement result \( \bar{x} \), the only information that we have about the actual value \( x \) of the measured quantity is that it belongs to the interval \( x = [\bar{x} + \underline{\Delta}, \bar{x} + \overline{\Delta}] \).

In principle, for every measuring instrument, we can calibrate it by comparing the results of measuring with this instrument with the results of measuring the same quantity by a standard (much more accurate) measuring instrument. The difference between these two measurement results is practically equal to the sensor’s measurement error, and thus, the empirical distribution of this difference is close to the desired probability distribution for measurement error. There are two cases, however, when this calibration is not done:

- First is the case of cutting-edge measurements, e.g., measurements in fundamental science. When a Hubble telescope detects the light from a distant galaxy, there is no “standard” (much more accurate) telescope floating nearby that we can use to calibrate the Hubble: the Hubble telescope is the best we have.

- The second case is the case of measurements on the shop floor. In this case, in principle, every sensor can be thoroughly calibrated, but sensor calibration is so costly – usually costing ten times more than the sensor itself – that manufacturers rarely do it.

In both cases, we have interval uncertainty.
When the uncertainty of each data points is of this interval type, we arrive at the following problem: for each of \( n \) random variables \( x_1, \ldots, x_n \), we know that it is located (with probability 1) within a given interval \( x_i = [a_i, b_i] \). We do not know the distributions within the intervals, and we do not know whether the random variables \( x_i \) are independent or not. What can we then conclude about the probability distribution of \( y = f(x_1, \ldots, x_n) \)?

Since the only information we have about each variable \( x_i \) consists of its lower bound \( a_i \) and upper bound \( b_i \), it is natural to ask for similar bounds \( y = [y, \mathcal{Y}] \) for \( y \). As a result, we arrive at the following problem:

**GIVEN:** an algorithm computing a function \( f(x_1, \ldots, x_n) \) from \( \mathbb{R}^n \) to \( \mathbb{R} \) and \( n \) intervals \( x_1, \ldots, x_n \),

**TAKE:** all possible joint probability distributions on \( \mathbb{R}^n \) for which, for each \( i, x_i \in x_i \) with probability 1;

**FIND:** the set \( \mathcal{Y} \) of all possible values of a random variable \( y = f(x_1, \ldots, x_n) \) for all such distributions.

One can easily prove that \( \mathcal{Y} \) is equal to the range \( f(x_1, \ldots, x_n) \) of the given function \( f \) on given intervals, i.e., to \( \{f(x_1, \ldots, x_n) \mid x_1 \in \mathcal{X}_1, \ldots, x_n \in \mathcal{X}_n\} \):

\[
\begin{array}{c}
\mathcal{X}_1 \\
\mathcal{X}_2 \\
\vdots \\
\mathcal{X}_n \\
\end{array}
\quad f
\quad y = f(x_1, \ldots, x_n)
\]

Indeed:

- If \( x_i \in \mathcal{X}_i \) with probability 1, then \( y \) belongs to the range with probability 1.

- Vice versa, any point \( y \) from the range can be represented as \( f(x_1, \ldots, x_n) \) for some \( x_i \in \mathcal{X}_i \), so to show that \( y \in \mathcal{Y} \), we can take degenerate distributions located at \( x_i \) with probability 1.

Q.E.D.

The problem of computing the range of a given function \( f(x_1, \ldots, x_n) \) on given intervals \( \mathcal{X}_i \) is exactly the problem solved by interval computations. The main interval computations approach to solving this problem is to take into consideration that inside the computer, every algorithm consists of elementary
operations (arithmetic operations, min, max, etc.). For each elementary operation \( f(x, y) \), if we know the intervals \( x \) and \( y \) for \( x \) and \( y \), we can compute the exact range \( f(x, y) \):

\[
[z_1, x_1] + [z_2, x_2] = [z_1 + x_2, x_1 + x_2];
\]

\[
[z_1, x_1] - [z_2, x_2] = [z_1 - x_2, x_1 - x_2];
\]

etc.; the corresponding formulas form the so-called *interval arithmetic*; see, e.g., [10, 11, 12]. We can therefore repeat the computations forming the program \( f \) step-by-step, replacing each operation with real numbers by the corresponding operation of interval arithmetic. It is known that, as a result, we get an enclosure for the desired range.

In the above proof, we considered the case when we have no information about the correlation between the random variables. One can easily see that the same proof shows that if we assume independence, we still get the same range.

For functions of two variables, we can consider two additional cases:

- when \( x_1 \) and \( x_2 \) are highly positively correlated, i.e., when there exists a random variable \( t \) such that both \( x_1 \) and \( x_2 \) are non-decreasing functions of \( t \) (crudely speaking, \( x_1 \) is (non-strictly) increasing in \( x_2 \), and

- when \( x_i \) is highly negatively correlated, i.e., when there exists a random variable \( t \) such that both \( x_1 \) and \( x_2 \) are non-decreasing functions of \( t \) (crudely speaking, when \( x_1 \) is decreasing in \( x_2 \)).

The above simple proof shows that in both cases, we get the same range \( Y \) as in the above case of no information about the correlation.

In some practical situations, in addition to the lower and upper bounds on each random variable \( x_i \), we know the bounds \( E_i = [E_i, E_i] \) on its mean \( E_i \). Let us give examples of such situations.

The first example is from indirect measurements. In measurement practice (see, e.g., [16]), the overall measurement error \( \Delta x \) is usually represented as a sum of two components:

- a *systematic* error component \( \Delta_s x \) which is defined as the expected value \( E[\Delta x] \), and

- a *random* error component \( \Delta_r x \) which is defined as the difference between the overall measurement error and the systematic error component:

\[
\Delta_r x \overset{\text{def}}{=} \Delta x - \Delta_s x.
\]
In addition to the bound $\Delta$ on the overall measurement error, the manufacturers of the measuring instrument often provide an upper bound $\Delta_s$ on the systematic error component: $|\Delta_s x| \leq \Delta_s$.

This additional information is provided because, with this additional information, we not only get a bound on the accuracy of a single measurement, but we also get an idea of what accuracy we can attain if we use repeated measurements to increase the measurement accuracy. Indeed, the very idea that repeated measurements can improve the measurement accuracy is natural: we measure the same quantity by using the same measurement instrument several $(N)$ times, and then take, e.g., an arithmetic average

$$\bar{x} = \frac{\hat{x}^{(1)} + \ldots + \hat{x}^{(N)}}{N}$$

of the corresponding measurement results $\hat{x}^{(1)} = x + \Delta x^{(1)}$, ..., $\hat{x}^{(N)} = x + \Delta x^{(N)}$.

- If systematic error is the only error component, then all the measurements lead to exactly the same value $\hat{x}^{(1)} = \ldots = \hat{x}^{(N)}$, and averaging does not change the value – hence does not improve the accuracy.

- On the other hand, if we know that the systematic error component is 0, i.e., $E[\Delta x] = 0$ and $E[\hat{x}] = x$, then, as $N \to \infty$, the arithmetic average tends to the actual value $x$. In this case, by repeating the measurements sufficiently many times, we can determine the actual value of $x$ with an arbitrary given accuracy.

In general, by repeating measurements sufficiently many times, we can arbitrarily decrease the random error component and thus attain accuracy as close to $\Delta_s$ as we want.

When this additional information is given, then, after we performed a measurement and got a measurement result $\hat{x}$, then not only we get the information that the actual value $x$ of the measured quantity belongs to the interval $x = [\hat{x} - \Delta, \hat{x} + \Delta]$, but we can also conclude that the expected value of $x = \hat{x} - \Delta x$ (which is equal to $E[x] = \hat{x} - E[\Delta x] = \hat{x} - \Delta_s x$) belongs to the interval $E = [\hat{x} - \Delta_s, \hat{x} + \Delta_s]$.

Just like sometimes, manufacturers provide us with two different bounds $\Delta$ and $\Delta_s$ for the overall measurement error, they also sometimes supply us with two different bounds for the systematic error component: $\Delta_s$ and $\Delta_s$. In this case, after we performed a measurement and got a measurement result $\hat{x}$, then we conclude that the actual (unknown) value $x$ of the measured quantity belongs to the interval $x = [\hat{x} + \Delta_s, \hat{x} + \Delta_s]$, and that its expected value $E[x]$ belongs to the interval $E = [\hat{x} + \Delta_s, \hat{x} + \Delta_s]$.

The width of the interval $\Delta_s$ describes how accurate the measurement is. The width of the interval $\Delta_s$ describes how biased is this measurement, i.e., how accurate results we can get if we repeat this same measurement several times.
In indirect measurements, we directly measure auxiliary quantities \(x_1, \ldots, x_n\), and then use the measurement results \(\tilde{x}_1, \ldots, \tilde{x}_n\) and the known dependence \(y = f(x_1, \ldots, x_n)\) between the desired quantity \(y\) and the quantities \(x_i\) to estimate the value of \(y\) as \(\tilde{y} = f(\tilde{x}_1, \ldots, \tilde{x}_n)\). When for each direct measurement, we have not only the interval bound \(x_i\) on the value \(x_i\), but also the bounds \(\mathbf{E}_i\) on the corresponding expectation \(E[x_i]\) – the bounds that characterize the potential accuracy of repeated measurement – then it is natural to try to find the similar information for the resulting quantity \(y\). In other words, we would like to know, in addition to the interval \(y\) of possible value of \(y\), also the interval of possible values of \(E[y]\). This additional interval will hopefully provide us with the information on how repeated measurements can improve the accuracy of this indirect measurement.

Similar situations also occur in risk analysis. In this discipline, predictions are made about the magnitudes or probabilities of structural failures or other adverse extreme events such as patients receiving toxic doses of therapeutic drugs or endangered species going extinct. These forecasts are often computed from limited empirical information. In traditional “worst case” analyses, the elementary methods of interval analysis are applied to risk formulations estimating, for instance, the difference between a structure’s strength and some stress acting on it, or the delivered dose of a drug, or the population size of the endangered species, etc.

In probabilistic risk assessments, analysts usually assume statistical distributions for each of the variables in the risk expression. Of course, such assumptions are often difficult to justify when empirical data are sparse. For instance, it may be implausible that the distribution family is known empirically. This can be a serious problem for analysts because the choice of distribution family may strongly influence the results of the analysis [4].

To avoid committing to untenable assumptions about the input variables, many authors have suggested propagating the means and variances of the variables through the risk expressions as a crude form of risk analysis (e.g., [17, 19, 25]). This approach is sometimes called first-order error analysis, and is a widely used approach for making risk estimates. In traditional probability theory, this approach is called moment propagation and is considered a fundamental part of mathematical statistics (see, for example, [23]).

In such situations, when in addition to the lower and upper bounds on each random variable \(x_i\), we know the bounds \(\mathbf{E}_i = [E_i, \bar{E}_i]\) on its mean \(E_i\), we arrive at the following problem:
GIVEN: an algorithm computing a function \( f(x_1, \ldots, x_n) \) from \( R^n \) to \( R \); \( n \) intervals \( x_1, \ldots, x_n \), and \( n \) intervals \( E_1, \ldots, E_n \).

TAKE: all possible joint probability distributions on \( R^n \) for which, for each \( i \), \( x_i \in x_i \) with probability 1 and the mean \( E_i \) belongs to \( E_i \);

FIND: the set \( Y \) of all possible values of a random variable \( y = f(x_1, \ldots, x_n) \) and the set \( E \) of all possible values of \( E \equiv E[y] \) for all such distributions:

\[
\begin{array}{c}
\begin{array}{ccc}
\chi_1, E_1 \\
\chi_2, E_2 \\
\vdots \\
\chi_n, E_n \\
\hline
f \\
y, E
\end{array}
\end{array}
\]

One can easily show that the interval part \([y, \bar{y}]\) of the result is the same as for interval arithmetic, so what we really need to compute is the range \( E \) for \( E \).

A similar problem can be formulated for the case when \( x_i \) are known to be independent, and for the cases when \( n = 2 \) and the values \( x_i \) are highly positively or highly negatively correlated.

In more precise terms, we want to solve the following problem:

GIVEN: an algorithm computing a function \( f(x_1, \ldots, x_n) \) from \( R^n \) to \( R \); and values \( \underline{z}_1, \overline{z}_1, \ldots, \underline{z}_n, \overline{z}_n \), \( \underline{x}_1, \overline{x}_1, \ldots, \underline{x}_n, \overline{x}_n \), \( \underline{E}_1, \overline{E}_1, \ldots, \underline{E}_n, \overline{E}_n \).

FIND: the values

\[
\underline{E} \equiv \min \{ E(f(x_1, \ldots, x_n) \mid \) all distributions of \( (x_1, \ldots, x_n) \) for which \( x_1 \in [\underline{z}_1, \overline{z}_1], \ldots, x_n \in [\underline{z}_n, \overline{z}_n], E[x_1] \in [\underline{E}_1, \overline{E}_1], \ldots E[x_n] \in [\underline{E}_n, \overline{E}_n] \}
\]

and

\[
\overline{E} \equiv \max \{ E(f(x_1, \ldots, x_n) \mid \) all distributions of \( (x_1, \ldots, x_n) \) for which \( x_1 \in [\underline{z}_1, \overline{z}_1], \ldots, x_n \in [\underline{z}_n, \overline{z}_n], E[x_1] \in [\underline{E}_1, \overline{E}_1], \ldots E[x_n] \in [\underline{E}_n, \overline{E}_n] \}
\]

(plus restrictions on the correlation).
These problems are in line with the problems traditionally solved by robust statistics (see, e.g., [9]): many known algorithms in the area of robust statistics also return a guaranteed robust estimate for the mean, which holds for a collection of distributions. One would expect that these problems have already been solved in robust statistics. To our surprise, it turned out that while robust statistics does have a lot of useful and interesting results about the guaranteed bounds on the mean for many classes of distributions, the problem of how to compute guaranteed bounds on the mean of a simple arithmetic expression, has not yet been solved satisfactorily.

Moreover, such bounds were not even known for elementary arithmetic operations, i.e., for the cases when \( n = 2 \) and \( f = \odot \) is one of the basic arithmetic operations (+, −, ·, 1/x, min, max). In these cases, the problem takes the following form: if we know two tuples \( (x_i, E_i, E_i, x_i) \), \( (i = 1, 2) \), what tuple describes possible values of \( y = x_1 \odot x_2 \)?

In more precise terms, the following class of problems was open:

**GIVEN:** values \( x_1, \overline{x}_1, x_2, \overline{x}_2, E_1, \overline{E}_1, E_2, \overline{E}_2 \), and an operation \( \odot \).

**FIND:** the values

\[
E \overset{\text{def}}{=} \min \{ E(x_1 \odot x_2) | \text{all distributions of } (x_1, x_2) \text{ for which} \}
\]

\[
x_1 \in [\overline{x}_1, x_1], x_2 \in [\overline{x}_2, x_2], E[x_1] \in [E_1, \overline{E}_1], E[x_2] \in [E_2, \overline{E}_2] \text{ and}
\]

\[
E \overset{\text{def}}{=} \max \{ E(x_1 \odot x_2) | \text{all distributions of } (x_1, x_2) \text{ for which} \}
\]

\[
x_1 \in [\overline{x}_1, x_1], x_2 \in [\overline{x}_2, x_2], E[x_1] \in [E_1, \overline{E}_1], E[x_2] \in [E_2, \overline{E}_2] \}
\]

(plus restrictions on the correlation).

The main objective of this paper is to provide formulas for \( E \) and \( E \) for the arithmetic operations.

Once such formulas are found, we can handle the case of a general algorithm \( f \) in the same manner as in interval computations. Indeed, in general, the information about \( i \)-th input is represented by a pair of nested intervals \( (x_i, E_i) \),
where \( E_i \subseteq x_i \). Formulas for arithmetic operations allows us to transform the information \( (x_1, E_1), (x_2, E_2) \) corresponding to the inputs \( x_1 \) and \( x_2 \) into a similar information \( (x, E) \) about the result \( x \overset{\text{def}}{=} x_1 \oplus x_2 \) of the corresponding arithmetic operation. Suppose now that, instead of a simple arithmetic operation \( x_1 \oplus x_2 \), we have a more complex algorithm \( f(x_1, \ldots, x_n) \), and we have an information \( (x_i, E_i) \) (1 \( \leq n \)) corresponding to \( n \) inputs. Then, in order to get a similar information about \( y = f(x_1, \ldots, x_n) \), we repeat the computations forming the program \( f \) step-by-step, replacing each operation with real numbers by the corresponding operation on pairs of intervals \( (x_i, E_i) \). Similar to interval arithmetic, we can prove that, as a result, we get enclosures for the desired intervals \( y \) and \( E_y \) corresponding to \( y \).

Viewed in this way, our paper in very much in line with the traditional interval computations. However, the main technical difficulty of our results is not in this interval-like idea, but in deriving the formulas for \( E \) and \( E \) for the main arithmetic operations. In deriving these formulas, we mainly used – as one can see from our proofs – statistical techniques: more precisely, we used techniques developed and used in robust statistics.

Overall, in this paper, we suggest that one can combine the methods of moment propagation with elementary interval analysis to obtain results that are better than can be obtained from either analysis separately. Rowe [18] considered the problem of computing moments of certain kinds of transformations such as \( \exp \), \( \log \), \( \sqrt{\cdot} \), etc. from sparse structural information such as first moments and ranges of the operands. We extend this approach to the context of convolutions between poorly characterized random variables. In particular, in risk analysis, Rowe’s methods, together with the present extension, creates what may be characterized as a *distribution-free* risk analysis that lets analysts compute bounds on risk expressions without making assumptions about the precise distributions of the underlying variables.

## 3 Main Results for the Case When We Know the Exact Values of \( E_1 \) and \( E_2 \)

In this section, we describe the formulas for the interval \( E \) of possible values of \( E = E[y] \) for the case when the intervals \( E_1 \) and \( E_2 \) are degenerate: \( E_i = [E_i, E_i] \) – i.e., when we know the exact values of \( E_1 \) and \( E_2 \). In the following section, we show how to extend these formulas to the general case of non-degenerate intervals \( E_i \).

For *addition*, the answer is simple. Since \( E[x_1 + x_2] = E[x_1] + E[x_2] \), if \( y = x_1 + x_2 \), there is only one possible value for \( E = E[y] \): the value \( E = E_1 + E_2 \). This value does not depend on whether we have correlation or nor, and whether we have any information about the correlation.
Similarly, the answer is simple for \textit{subtraction}: if \( y = x_1 - x_2 \), there is only one possible value for \( E = E[y] \): the value \( E = E_1 - E_2 \).

For \textit{multiplication}, if the variables \( x_1 \) and \( x_2 \) are independent, then \( E[x_1 \cdot x_2] = E[x_1] \cdot E[x_2] \). Hence, if \( y = x_1 \cdot x_2 \) and \( x_1 \) and \( x_2 \) are independent, there is only one possible value for \( E = E[y] \): the value \( E = E_1 \cdot E_2 \).

The first non-trivial case is the case of multiplication in the presence of possible correlation:

\textbf{Theorem 1.} For multiplication \( y = x_1 \cdot x_2 \), when we have no information about the correlation,

\[ E = \max(p_1 + p_2 - 1, 0) \cdot x_1 \cdot x_2 + \min(p_1, 1 - p_2) \cdot x_1 \cdot x_2 + \min(1 - p_1, p_2) \cdot x_1 \cdot x_2 + \max(1 - p_1 - p_2, 0) \cdot x_1 \cdot x_2; \]

and

\[ F = \min(p_1, p_2) \cdot x_1 \cdot x_2 + \max(p_1 - p_2, 0) \cdot x_1 \cdot x_2 + \max(p_2 - p_1, 0) \cdot x_1 \cdot x_2 + \min(1 - p_1, 1 - p_2) \cdot x_1 \cdot x_2, \]

where \( p_i \triangleq (E_i - E) / (x_i - x) \).

Before we move to other results, let us make three comments:

- about the proofs;
- about the use of this result in computations, and
- about the intuitive meaning of this result.

The first comment is about the proofs: for the convenience of the readers who are more interested in the resulting formulas than in the details of the proofs, we have placed the proofs of all our results in the special Appendix.

The second comment is about the use of Theorem 1 in actual \textit{computations}. As we have mentioned, the main objective of this paper is to produce computational tools. As of now, Theorem 1 simply provides a mathematical formula for computing \( E \) and \( F \). How can we actually use this formula in computations?

The answer to this question depends on which real numbers are represented in the actual computational device. If our computer system enables us to represent arbitrarily large integers, and also enables us to represent arbitrary rational numbers (fractions) and exact operations on rational numbers, then the formulas from Theorem 1 provide us with the exact bounds on \( E \) and \( F \).

In more traditional computer systems, only certain rational numbers are represented exactly. Our objective is to produce guaranteed bounds for \( E \); therefore, we must provide a guaranteed lower bound for \( E \) and a guaranteed
upper bound for \( \overline{E} \). A natural way to do that is to use interval computations [10, 11, 12] to perform operations from the formulas from Theorem 1. As a result, due to round-off errors, for each of the values \( \underline{E} \) and \( \overline{E} \), instead of the exact rational value, we will have an interval of possible values: an interval \([\underline{E}^-, \underline{E}^+]\) for \( \underline{E} \) and the interval \([\overline{E}^-, \overline{E}^+]\) for \( \overline{E} \). Since we are interested in a lower bound for \( \underline{E} \) and an upper bound for \( \overline{E} \), we should therefore return \( \underline{E}^- \) as the desired lower bound for \( \underline{E} \) and \( \overline{E}^+ \) as the desired upper bound for \( \overline{E} \).

Since round-off errors are the only reason why the resulting bounds \( \underline{E}^- \) and \( \overline{E}^+ \) are different from the actual values \( \underline{E} \) and \( \overline{E} \), the more digits we allow in representing real numbers, the more accurate our bounds.

Is this the best way to compute the desired bounds for \( \underline{E} \) and \( \overline{E} \)? Probably not. By using interval computations, we compute four bounds \( \underline{E}^- \), \( \underline{E}^+ \), \( \overline{E}^- \), and \( \overline{E}^+ \), while we are only interested in two of them. Probably, by appropriately specifying a rounding mode for each elementary operation involved in computing these formulas, we may be able to get the desired two bounds without computing the two unnecessary ones.

A positive answer to this question may not lead to a huge practical computation speedup – after all, the formulas from Theorem 1 are pretty simple – but it is an interesting and challenging question.

This comment applies not only to Theorem 1, but to all the results from this paper. As we will see, in all our theorems, we get simple algebraic expressions for \( \underline{E} \) and \( \overline{E} \). These expressions can be computed exactly if we use a computer system in which fractions are exactly represented, and they require interval computations (or maybe an appropriate selection of rounding) in more traditional computer systems, where some rational numbers can only be represented with a finite accuracy.

Our third comment is about understanding the result of Theorem 1, i.e., about the intuitive meaning of the corresponding formulas. At first glance, these formulas for multiplication may sound very technical, but in reality, as we will show, they make intuitive sense:

- The probability \( p_i \) can be interpreted as follows: if we only allow values \( \underline{x}_i \) and \( \overline{x}_i \), then there is only one probability distribution on \( x_i \) for which the average is exactly \( E_i \). In this probability distribution, the probability \( p(\overline{x}_i) \) of \( \overline{x}_i \) is equal to \( p_i \), and the probability \( p(\underline{x}_i) \) of \( \underline{x}_i \) is equal to \( 1 - p_i \).

- In general, when we have two events \( A \) and \( B \) with known probabilities \( p(A) \) and \( p(B) \), then the probability of \( A \lor B \) can take any value from the interval \([\underline{p}(A \lor B), \overline{p}(A \lor B)]\), where \( \underline{p}(A \lor B) \stackrel{\text{def}}{=} \max (p(A) + p(B) - 1, 0) \) and \( \overline{p}(A \lor B) \stackrel{\text{def}}{=} \min (p(A), p(B)) \) (see, e.g., [21]). Indeed:

  - the largest possible intersection is the smallest of the two sets, and
- the smallest possible intersection is when they are as far apart as possible:

* if \( p(A) + p(B) \leq 1 \), they can be completely disjoint hence
\[
p(A \& B) = 0,
\]
* else we spread them as much as possible, so that \( p(A \lor B) = 1 \)

hence
\[
p(A \& B) = p(A) + p(B) - p(A \lor B) = p(A) + p(B) - 1.
\]

From this viewpoint, since \( p_1 = p[\mathcal{F}_1] \) and \( p_2 = p[\mathcal{F}_2] \), we can interpret \( \min(p_1, p_2) \) as \( \overline{p[\mathcal{F}_1 \& \mathcal{F}_2]} \). Similarly, we can interpret all other terms in the above formulas, so we can rewrite the formulas for \( E \) and \( E \) as follows:

\[
E = p[\mathcal{F}_1 \& \mathcal{F}_2] \cdot \mathcal{F}_1 \cdot \mathcal{F}_2 + p[\mathcal{F}_1 \& \mathcal{F}_2] \cdot \mathcal{F}_1 \cdot \mathcal{F}_2 + p[\mathcal{F}_1 \& \mathcal{F}_2] \cdot \mathcal{F}_1 \cdot \mathcal{F}_2 +
\]
\[
\mathcal{F}_1 \cdot \mathcal{F}_2;
\]

\[
E = p[\mathcal{F}_1 \& \mathcal{F}_2] \cdot \mathcal{F}_1 \cdot \mathcal{F}_2 + p[\mathcal{F}_1 \& \mathcal{F}_2] \cdot \mathcal{F}_1 \cdot \mathcal{F}_2 + p[\mathcal{F}_1 \& \mathcal{F}_2] \cdot \mathcal{F}_1 \cdot \mathcal{F}_2 +
\]
\[
\mathcal{F}_1 \cdot \mathcal{F}_2.
\]

**Theorem 2.** For multiplication \( y = x_1 \cdot x_2 \), when \( x_1 \) and \( x_2 \) are highly positively correlated, we have:

\[
E = E_1 \cdot E_2
\]

and

\[
\overline{E} = \min(p_1, p_2) \cdot \mathcal{F}_1 \cdot \mathcal{F}_2 + \max(p_1 - p_2, 0) \cdot \mathcal{F}_1 \cdot \mathcal{F}_2 + \max(p_2 - p_1, 0) \cdot \mathcal{F}_1 \cdot \mathcal{F}_2 +
\]
\[
\min(1 - p_1, 1 - p_2) \cdot \mathcal{F}_1 \cdot \mathcal{F}_2.
\]

**Theorem 3.** For multiplication \( y = x_1 \cdot x_2 \), when \( x_1 \) and \( x_2 \) are highly negatively correlated, we have:

\[
E = \max(p_1 + p_2 - 1, 0) \cdot \mathcal{F}_1 \cdot \mathcal{F}_2 + \min(p_1, 1 - p_2) \cdot \mathcal{F}_1 \cdot \mathcal{F}_2 + \min(1 - p_1, p_2) \cdot \mathcal{F}_1 \cdot \mathcal{F}_2 +
\]
\[
\max(1 - p_1 - p_2, 0) \cdot \mathcal{F}_1 \cdot \mathcal{F}_2;
\]

and

\[
\overline{E} = E_1 \cdot E_2.
\]

**Comment.** One can easily see that the only difference between these formulas (corresponding to high correlation) and the formulas from Theorem 1 (corresponding to all possible values of correlation) is that one of the bounds is replaced by the value \( E_1 \cdot E_2 \). From the common sense viewpoint, it is very
natural that the value $E_1 \cdot E_2$ corresponding to the absence of correlation separates cases with positive correlation (for which $E[x_1 \cdot x_2]$ is higher) and cases with negative correlation (for which $E[x_1 \cdot x_2]$ is lower).

For the inverse $y = 1/x_1$, the finite range is possible only when $0 \not\in x_1$. Without losing generality, we can consider the case when $0 < x_1$. In this case, methods presented in [18] lead to the following bound:

**Theorem 4.** For the inverse $y = 1/x_1$, the range of possible values of $E$ is

$$E = \left[ \frac{1}{E_1}, \frac{p_1}{x_1} + \frac{1 - p_1}{x_1} \right].$$

(Here $p_1$ denotes the same value as in Theorems 1–3).

For $x_1 \oplus x_2 = \min(x_1, x_2)$ and $x_1 \ominus x_2 = \max(x_1, x_2)$, there is an easy case: if all the points from one of the intervals are not larger than all the points from another interval:

- If $x_1 \leq x_2$, then $x_1 \in x_1$ and $x_2 \in x_2$ imply $x_1 \leq x_2$. In this case, $\min(x_1, x_2) = x_1$ and $\max(x_1, x_2) = x_2$, hence $E[\min(x_1, x_2)] = E[x_1] = E_1$ and $E[\max(x_1, x_2)] = E[x_2] = E_2$.

- Similarly, if $x_2 \leq x_1$, then $x_1 \in x_1$ and $x_2 \in x_2$ imply $x_2 \leq x_1$. In this case, $\min(x_1, x_2) = x_2$ and $\max(x_1, x_2) = x_1$, hence $E[\min(x_1, x_2)] = E[x_2] = E_2$ and $E[\max(x_1, x_2)] = E[x_1] = E_1$.

What happens in all the other possible cases, i.e., when the intervals $x_1$ and $x_2$ have a non-degenerate intersection?

For $\min$ and $\max$ in case of independence, the results are as follows:

**Theorem 5.** For minimum $y = \min(x_1, x_2)$, when $x_1$ and $x_2$ are independent, we have $\overline{E} = \min(E_1, E_2)$ and

$$\overline{E} = p_1 \cdot p_2 \cdot \min(x_1, x_2) + p_1 \cdot (1 - p_2) \cdot \min(x_1, x_2) + (1 - p_1) \cdot p_2 \cdot \min(x_1, x_2) + (1 - p_1) \cdot (1 - p_2) \cdot \min(x_1, x_2).$$

One can check that when $x_1 \leq x_2$ (corr., when $x_2 \leq x_1$), these formulas return the correct value $E_1$ (corr., $E_2$). The same is true for all the following theorems about $\min$ and $\max$. 
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Theorem 6. For maximum $y = \max(x_1, x_2)$, when $x_1$ and $x_2$ are independent, we have $\overline{E} = \max(E_1, E_2)$ and

$$
\overline{E} = p_1 \cdot p_2 \cdot \max(\mathcal{X}_1, \mathcal{X}_2) + p_1 \cdot (1 - p_2) \cdot \max(\mathcal{X}_1, \mathcal{X}_2) + (1 - p_1) \cdot p_2 \cdot \max(\mathcal{X}_1, \mathcal{X}_2) +
\quad (1 - p_1) \cdot (1 - p_2) \cdot \max(\mathcal{Z}_1, \mathcal{Z}_2).
$$

Comment. Both formulas have a natural probabilistic interpretation similar to the formulas from Theorem 1: indeed, $p_1 \cdot p_2$ is the probability $p[\mathcal{X}_1 \& \mathcal{X}_2]$ under the condition that $x_1$ and $x_2$ are independent random variables.

For the case when we have no information about the correlation between $x_1$ and $x_2$, we have the following results:

Theorem 7. For minimum $y = \min(x_1, x_2)$, when we have no information about the correlation between $x_1$ and $x_2$, we have $\overline{E} = \min(E_1, E_2)$ and

$$
\overline{E} = \max(p_1 + p_2 - 1, 0) \cdot \min(\mathcal{X}_1, \mathcal{X}_2) + \min(p_1, 1 - p_2) \cdot \min(\mathcal{X}_1, \mathcal{X}_2) +
\quad \min(1 - p_1, p_2) \cdot \min(\mathcal{Z}_1, \mathcal{Z}_2) + \max(1 - p_1 - p_2, 0) \cdot \min(\mathcal{Z}_1, \mathcal{Z}_2).
$$

Theorem 8. For maximum $y = \max(x_1, x_2)$, when we have no information about the correlation between $x_1$ and $x_2$, we have $\overline{E} = \max(E_1, E_2)$ and

$$
\overline{E} = \min(p_1, p_2) \cdot \max(\mathcal{X}_1, \mathcal{X}_2) + \max(p_1 - p_2, 0) \cdot \max(\mathcal{X}_1, \mathcal{X}_2) +
\quad \max(p_2 - p_1, 0) \cdot \max(\mathcal{Z}_1, \mathcal{Z}_2) + \min(1 - p_1, 1 - p_2) \cdot \max(\mathcal{Z}_1, \mathcal{Z}_2).
$$

What if we have high correlation? Let us first describe two easier cases:

Theorem 9. For minimum $y = \min(x_1, x_2)$, when $x_1$ and $x_2$ are highly negatively correlated, the bounds $\underline{E}$ and $\overline{E}$ are the same as in Theorem 7.

Theorem 10. For maximum $y = \min(x_1, x_2)$, when $x_1$ and $x_2$ are highly positively correlated, the bounds $\underline{E}$ and $\overline{E}$ are the same as in Theorem 8.

The other two cases are somewhat more complex:
Theorem 11. For minimum $y = \min(x_1, x_2)$, when $x_1$ and $x_2$ are highly positively correlated, $\bar{E} = \min(E_1, E_2)$, and $\bar{E}$ is the smallest of the following values:

- the value $\min(E_1, E_2)$ that corresponds to a 1-point distribution;
- the values $p_1 \cdot \min(x_1, E_2) + (1 - p_1) \cdot \min(x_1, E_2)$ and $p_2 \cdot \min(E_1, x_2) + (1 - p_2) \cdot \min(E_1, x_2)$ that correspond to 2-point distributions;
- the solutions to the problems

$$p^{(1)} \cdot \underline{x}_1 + p^{(2)} \cdot x_1^{(1)} + p^{(3)} \cdot x_1^{(2)} \rightarrow \min$$

under the conditions

$$\underline{x}_1 < x_1^{(1)} < x_1^{(2)} < \overline{x}_2; \ x_1^{(2)} \leq \overline{x}_1; \ \underline{x}_2 \leq x_1^{(1)}; \ p^{(1)} + p^{(2)} + p^{(3)} = 1;$$

$$p^{(1)} \cdot \underline{x}_1 + (p^{(2)} + p^{(3)}) \cdot x_1^{(2)} = E_1;$$

$$(p^{(1)} + p^{(2)}) \cdot x_1^{(1)} + p^{(3)} \cdot \overline{x}_2 = E_2;$$

and

$$p^{(1)} \cdot \underline{x}_2 + p^{(2)} \cdot x_2^{(1)} + p^{(3)} \cdot x_2^{(2)} \rightarrow \min$$

under the conditions

$$\underline{x}_2 < x_2^{(1)} < x_2^{(2)} < \overline{x}_1; \ x_2^{(2)} \leq \overline{x}_2; \ \underline{x}_1 \leq x_2^{(1)}; \ p^{(1)} + p^{(2)} + p^{(3)} = 1;$$

$$(p^{(1)} + p^{(2)}) \cdot x_2^{(1)} + (p^{(2)} + p^{(3)}) \cdot x_2^{(2)} = E_2;$$

Comment. The corresponding optimization problems are not difficult to solve. Indeed, e.g., in the first problem:

$$p^{(1)} \cdot \underline{x}_1 + p^{(2)} \cdot x_2^{(1)} + p^{(3)} \cdot x_1^{(2)} \rightarrow \min$$

under the conditions

$$\underline{x}_1 < x_2^{(1)} < x_1^{(2)} < \overline{x}_2; \ x_1^{(2)} \leq \overline{x}_1; \ \underline{x}_2 \leq x_2^{(1)}; \ p^{(1)} + p^{(2)} + p^{(3)} = 1;$$

$$p^{(1)} \cdot \underline{x}_1 + (p^{(2)} + p^{(3)}) \cdot x_1^{(2)} = E_1;$$

$$(p^{(1)} + p^{(2)}) \cdot x_2^{(1)} + p^{(3)} \cdot \overline{x}_2 = E_2;$$
once we fix \( p^{(2)} \) and \( p^{(3)} \), we can describe \( p^{(1)} \) as \( 1 - p^{(2)} - p^{(3)} \), and then explicitly describe \( x^{(1)}_2 \) and \( x^{(2)}_1 \) from the equations containing these values:

\[
x^{(2)}_1 = \frac{E_1 - p^{(1)} \cdot \mathbf{x}_1}{p^{(2)} + p^{(3)}}, \quad x^{(1)}_2 = \frac{E_2 - p^{(3)} \cdot \mathbf{x}_2}{1 - p^{(3)}}.
\]

Substituting these expressions into the optimized function, we get an explicit expression for it in terms of \( p^{(2)} \) and \( p^{(3)} \):

\[
(1 - p^{(2)} - p^{(3)}) \cdot \mathbf{x}_1 + p^{(2)} \cdot \frac{E_2 - p^{(3)} \cdot \mathbf{x}_2}{1 - p^{(3)}} + p^{(3)} \cdot \frac{E_1 - p^{(1)} \cdot \mathbf{x}_1}{p^{(2)} + p^{(3)}} \rightarrow \min
\]

The minimum is attained either at the endpoints of the corresponding intervals, or at a stationary point, where both partial derivatives are 0. Differentiating with respect to \( p^{(2)} \) and \( p^{(3)} \), we get simple equations relating \( p^{(2)} \) and \( p^{(3)} \).

**Theorem 12.** For maximum \( y = \max(x_1, x_2) \), when \( x_1 \) and \( x_2 \) are highly positively correlated, \( E = \max(E_1, E_2) \), and \( E \) is the largest of the following values:

- the value \( \max(E_1, E_2) \) that corresponds to a 1-point distribution;
- the values \( p_1 \cdot \max(\mathbf{x}_1, E_2) + (1 - p_1) \cdot \max(\mathbf{x}_1, E_2) \) and \( p_2 \cdot \max(E_1, \mathbf{x}_2) + (1 - p_2) \cdot \max(E_1, \mathbf{x}_2) \) that correspond to 2-point distributions;
- the solutions to the problems

\[
p^{(1)} \cdot \mathbf{x}_1 + p^{(2)} \cdot x^{(1)}_2 + p^{(3)} \cdot x^{(2)}_1 \rightarrow \max
\]

under the conditions

\[
\mathbf{x}_1 > x^{(1)}_2 > x^{(2)}_2 > \mathbf{x}_2; \quad x^{(1)}_1 \geq \mathbf{x}_1; \quad x^{(2)}_1 \geq \mathbf{x}_2;
\]

\[
p^{(1)} + p^{(2)} + p^{(3)} = 1;
\]

\[
(p^{(1)} \cdot \mathbf{x}_1 + (p^{(2)} + p^{(3)}) \cdot x^{(2)}_2 = E_1;
\]

\[
(p^{(1)} + p^{(2)}) \cdot x^{(1)}_2 + p^{(3)} \cdot \mathbf{x}_2 = E_2;
\]

and

\[
p^{(1)} \cdot \mathbf{x}_2 + p^{(2)} \cdot x^{(1)}_2 + p^{(3)} \cdot x^{(2)}_2 \rightarrow \max
\]

under the conditions

\[
\mathbf{x}_2 > x^{(1)}_2 > x^{(2)}_2 > \mathbf{x}_1; \quad x^{(2)}_1 \geq \mathbf{x}_2; \quad x^{(1)}_1 \geq \mathbf{x}_1;
\]

\[
p^{(1)} + p^{(2)} + p^{(3)} = 1;
\]

\[
(p^{(1)} + p^{(2)}) \cdot x^{(1)}_2 + p^{(3)} \cdot \mathbf{x}_1 = E_1;
\]

\[
p^{(1)} \cdot \mathbf{x}_2 + (p^{(2)} + p^{(3)}) \cdot x^{(2)}_2 = E_2.
\]
4 General Case: When Intervals $E_i$ Are Non-Degenerate

In the previous section, we showed the bounds $\underline{E}$ and $\overline{E}$ for the moment $E = E[x, \ominus x_2]$ for the case when we know the moments $E_i = E[x_i]$. We described these bounds for each of four correlation situations:

\begin{itemize}
  \item $i$ : when the variables $x_1$ and $x_2$ are independent;
  \item $u$ : when the correlation between $x_1$ and $x_2$ is unknown;
  \item $p$ : when we know that $x_1$ and $x_2$ are highly positively correlated;
  \item $n$ : when we know that $x_1$ and $x_2$ are highly negatively correlated.
\end{itemize}

Namely, for each arithmetic operation $\oplus$ and for each correlation situation $c$, we described these bounds as explicit functions of $E_1$ and $E_2$:

$$
\underline{E} = f_{\ominus}^{\ominus}(E_1, E_2); \quad \overline{E} = \overline{f}_{\ominus}(E_1, E_2).
$$

If we only know the intervals $E_1 = [E_1, \overline{E}_1]$ and $E_2 = [E_2, \overline{E}_2]$ of possible values of $E_1$ and $E_2$, then the set of possible values for $E$ is a union of the sets of possible bounds for all $E_1 \in E_1$ and for all $E_2 \in E_2$. Thus, the resulting bounds $\underline{E}$ and $\overline{E}$ can be described by the following formulas:

$$
\underline{E} = \inf_{E_1 \in E_1, E_2 \in E_2} f_{\ominus}^{\ominus}(E_1, E_2); \quad \overline{E} = \sup_{E_1 \in E_1, E_2 \in E_2} \overline{f}_{\ominus}(E_1, E_2).
$$

Let us show that for the elementary arithmetic operations, these formulas can be simplified into explicit analytical expressions.

For \textit{addition} $\oplus = +$, $f_{\ominus}^{+}(E_1, E_2) = \overline{f}_{\ominus}(E_1, E_2) = E_1 + E_2$, therefore, the resulting bounds $\underline{E}$ and $\overline{E}$ can be obtained by simply applying interval arithmetic: $\underline{E} = \underline{E}_1 + \underline{E}_2$ and $\overline{E} = \overline{E}_1 + \overline{E}_2$.

For \textit{subtraction} $\ominus = -$, $f_{\ominus}^{-}(E_1, E_2) = \overline{f}_{\ominus}(E_1, E_2) = E_1 - E_2$, so we can also use interval arithmetic: $\underline{E} = \underline{E}_1 - \underline{E}_2$ and $\overline{E} = \overline{E}_1 - \overline{E}_2$.

For \textit{multiplication} $\odot = \times$, for the case of independent variables ($c = i$),

$$
f_{\times}^{i}(E_1, E_2) = \overline{f}_{\times}(E_1, E_2) = E_1 \cdot E_2,
$$

so we can use interval arithmetic as well: $\underline{E} = \underline{E}_1 \cdot \underline{E}_2$, i.e.,

$$
\underline{E} = \min(\underline{E}_1 \cdot \underline{E}_2, \overline{E}_1 \cdot \overline{E}_2, \underline{E}_1 \cdot \overline{E}_2, \overline{E}_1 \cdot \underline{E}_2); \quad \overline{E} = \max(\underline{E}_1 \cdot \underline{E}_2, \overline{E}_1 \cdot \overline{E}_2, \underline{E}_1 \cdot \overline{E}_2, \overline{E}_1 \cdot \underline{E}_2).
$$
For multiplication under no information about dependence \((c = u)\), the formulas for \(\overline{E}(E_1, E_2)\) and \(\underline{E}(E_1, E_2)\) are given (by Theorem 1) in terms of the related probabilities \(p_i = (E_i - \underline{x}_i) / (\bar{x}_i - \underline{x}_i)\), so it is reasonable to replace the intervals \(E_i\) by the corresponding intervals for probabilities:

\[
p_i = \frac{E_i - \underline{x}_i}{\bar{x}_i - \underline{x}_i},
\]

i.e., \(p_i = [\underline{p}_i, \overline{p}_i]\), where:

\[
\underline{p}_i = \frac{E_i - \underline{x}_i}{\bar{x}_i - \underline{x}_i}; \quad \overline{p}_i = \frac{\bar{E}_i - \underline{x}_i}{\bar{x}_i - \underline{x}_i}.
\]

In terms of probability intervals, we get the following results:

**Theorem 13.** For multiplication under no information about dependence, to find \(\bar{E}\), it is sufficient to consider the following combinations of \(p_1\) and \(p_2\):

\[
\begin{align*}
\text{•} & \quad p_1 = \underline{p}_1 \text{ and } p_2 = \overline{p}_2; \quad p_1 = \underline{p}_1 \text{ and } p_2 = \underline{p}_2; \quad p_1 = \overline{p}_1 \text{ and } p_2 = \overline{p}_2; \\
\text{•} & \quad p_1 = \max(\underline{p}_1, 1 - \overline{p}_2) \text{ and } p_2 = 1 - p_1 \quad \text{(if } 1 \in p_1 + p_2); \quad \text{and} \\
\text{•} & \quad p_1 = \min(\overline{p}_1, 1 - \underline{p}_2) \text{ and } p_2 = 1 - p_1 \quad \text{(if } 1 \in p_1 + p_2).
\end{align*}
\]

The smallest value of \(\overline{f}(p_1, p_2)\) for all these cases is the desired lower bound \(\bar{E}\).

**Theorem 14.** For multiplication under no information about dependence, to find \(\underline{E}\), it is sufficient to consider the following combinations of \(p_1\) and \(p_2\):

\[
\begin{align*}
\text{•} & \quad p_1 = \underline{p}_1 \text{ and } p_2 = \underline{p}_2; \quad p_1 = \overline{p}_1 \text{ and } p_2 = \overline{p}_2; \quad p_1 = \overline{p}_1 \text{ and } p_2 = \underline{p}_2; \\
\text{•} & \quad p_1 = p_2 = \max(\underline{p}_1, \overline{p}_2) \quad \text{(if } p_1 \cap p_2 \neq \emptyset); \quad \text{and} \\
\text{•} & \quad p_1 = p_2 = \min(\overline{p}_1, \underline{p}_2) \quad \text{(if } p_1 \cap p_2 \neq \emptyset).
\end{align*}
\]

The largest value of \(\overline{f}(p_1, p_2)\) for all these cases is the desired upper bound \(\underline{E}\).

**Comment.** The fact that we need to consider several cases, and then take the maximum for \(\overline{E}\) and the minimum to find \(\underline{E}\), is not surprising: a similar procedure is used in interval arithmetic to compute the range for the product of two intervals.

For multiplication in the case of high positive correlation, we have

\[
\overline{f}(E_1, E_2) = E_1 \cdot E_2,
\]
hence the smallest possible value $\underline{E}$ of $E$ when $E_1 \in \mathbb{E}_1$ and $E_2 \in \mathbb{E}_2$ can be computed as

$$\underline{E} = \min(E_1 \cdot \overline{E}_2, E_1 \cdot \overline{E}_2, \overline{E}_1 \cdot \overline{E}_2, \overline{E}_1 \cdot \overline{E}_2).$$

The upper bound $\overline{f}_\chi(E_1, E_2)$ is the same as for the case $c = u$, so to compute  $\overline{E}$, we can use the algorithm presented in Theorem 14.

For multiplication in the case of high negative correlation, we have

$$\overline{f}_\chi(E_1, E_2) = E_1 \cdot E_2,$$

hence the largest possible value $\overline{E}$ of $E$ when $E_1 \in \mathbb{E}_1$ and $E_2 \in \mathbb{E}_2$ can be computed as

$$\overline{E} = \max(E_1 \cdot \overline{E}_2, E_1 \cdot \overline{E}_2, \overline{E}_1 \cdot \overline{E}_2, \overline{E}_1 \cdot \overline{E}_2).$$

The lower bound $\underline{f}_\psi(E_1, E_2)$ is the same as for the case $c = u$, so to compute $\underline{E}$, we can use the algorithm presented in Theorem 13.

**Theorem 15.** When $0 < x_1$, for the inverse $y = 1/x_1$, the range of possible values of $E$ is

$$E = \left[ \frac{1}{E_1} \cdot \frac{p_1}{x_1} + \frac{1 - p_1}{x_2} \right].$$

**Theorem 16.** For minimum $y = \min(x_1, x_2)$, when $x_1$ and $x_2$ are independent, we have:

$$E = p_1 \cdot p_2 \cdot \min(x_1, x_2) + p_1 \cdot (1 - p_2) \cdot \min(x_1, x_2) + (1 - p_1) \cdot p_2 \cdot \min(x_1, x_2) +$$

$$(1 - p_1) \cdot (1 - p_2) \cdot \min(x_1, x_2);$$

and

$$E = \min(E_1, E_2).$$

**Theorem 17.** For maximum $y = \max(x_1, x_2)$, when $x_1$ and $x_2$ are independent, we have:

$$E = \max(E_1, E_2)$$

and

$$E = \overline{p}_1 \cdot \overline{p}_2 \cdot \max(x_1, x_2) + \overline{p}_1 \cdot (1 - \overline{p}_2) \cdot \max(x_1, x_2) + (1 - \overline{p}_1) \cdot \overline{p}_2 \cdot \max(x_1, x_2) +$$

$$(1 - \overline{p}_1) \cdot (1 - \overline{p}_2) \cdot \max(x_1, x_2).$$
Theorem 18. For minimum under no information about dependence, $\overline{E} = \min(\overline{E}_1, \overline{E}_2)$; to find $\overline{E}$, we must consider all combinations of $p_1$ and $p_2$ from Theorem 13 and take the smallest possible value of $\overline{F}^{u}_{\min}(p_1, p_2)$ for all these combinations.

Theorem 19. For maximum under no information about dependence, $\overline{E} = \max(\overline{E}_1, \overline{E}_2)$; to find $\overline{E}$, we must consider all combinations of $p_1$ and $p_2$ from Theorem 14 and take the largest possible value of $\overline{F}^{u}_{\max}(p_1, p_2)$ for all these combinations.

Theorem 20. For minimum $y = \min(x_1, x_2)$, when $x_1$ and $x_2$ are highly negatively correlated, the bounds $\underline{E}$ and $\overline{E}$ are the same as in Theorem 18.

Theorem 21. For maximum $y = \min(x_1, x_2)$, when $x_1$ and $x_2$ are highly positively correlated, the bounds $\underline{E}$ and $\overline{E}$ are the same as in Theorem 19.

For the other two cases, we only have explicit formulas for one of the bounds:

Theorem 22. For minimum under highly positive correlation, $\overline{E} = \min(\overline{E}_1, \overline{E}_2)$.

Theorem 23. For maximum under highly negative correlation, $\underline{E} = \max(\underline{E}_1, \underline{E}_2)$.

5 From Elementary Arithmetic Operations to General Algorithms

So far, we have discussed how to find the intervals of possible values for $E[y]$ for the case when $y = f(x_1, \ldots, x_n)$ is an elementary arithmetic operation. In practice, of course, we are interested largely in the situations when $f$ is a complex algorithm. How can we find the set of possible values of $E$ for this more complex case?

One possibility, as we have mentioned, is to follow the example of straightforward interval computations: represent the algorithm $f$ as a “code list” (a sequence of elementary arithmetic operation), and replace each operation by the corresponding operation with the pairs $(x_i, \underline{E}_i)$. Similarly to the case of interval computations, we can prove that the resulting interval $\widehat{E}$ is an enclosure for the desired interval $E$.

Sometimes we get the exact interval, but often we get a proper superset of the desired interval $E$. How can we find the actual range of $E = E[y]$? At first glance, the exact formulation of this problem requires that we use infinitely many variables, because we must describe all possible probability distributions on the box $x_1 \times \ldots \times x_n$ (or, in the independent case, all possible tuples consisting of distributions on all $n$ intervals $x_1, \ldots, x_n$). It turns out, however, that we can reformulate these problems in equivalent forms that require only finitely many variables:
Theorem 24. Let \( n \) be an integer, \( x_1, \ldots, x_n, E_1 \subseteq x_1, \ldots, E_n \subseteq x_n \) be intervals, and let \( f(x_1, \ldots, x_n) \) be a continuous function of \( n \) real variables. Then, the range \( E = [E_1 \, \bar{E} \, E_n] \) of possible values of \( E[y] \), where \( y = f(x_1, \ldots, x_n) \), over all possible distributions on the box \( x_1 \times \ldots \times x_n \) for which \( x_i \in E_i \), can be determined as follows:

- \( E \) is a solution to the following constraint optimization problem:

\[
\sum_{j=0}^{n} p^{(j)} \cdot f(x^{(j)}_1, \ldots, x^{(j)}_n) \rightarrow \min
\]

under the conditions

\[
\sum_{j=0}^{n} p^{(j)} = 1;
\]

\[
p^{(j)} \geq 0, \text{ for all } j;
\]

\[
\underline{x} \leq x^{(j)}_i \leq \bar{x}_i \text{ for all } i, j;
\]

\[
E_i \leq \sum_{j=0}^{n} p^{(j)} \cdot x^{(j)}_i \leq \bar{E}_i \text{ for all } i.
\]

- \( \bar{E} \) is a solution to the constraint optimization problem:

\[
\sum_{j=0}^{n} p^{(j)} \cdot f(x^{(j)}_1, \ldots, x^{(j)}_n) \rightarrow \max
\]

under the same constraints.

Theorem 25. Let \( n \) be an integer, \( x_1, \ldots, x_n, E_1 \subseteq x_1, \ldots, E_n \subseteq x_n \) be intervals, and let \( f(x_1, \ldots, x_n) \) be a continuous function of \( n \) real variables. Then, the range \( E = [\underline{E}_1 \, \bar{E} \, \bar{E}_n] \) of possible values of \( E[y] \), where \( y = f(x_1, \ldots, x_n) \), over all possible independent distributions \( x_1, \ldots, x_n \) for which \( x_i \in E_i \), can be determined as follows:

- \( \underline{E} \) is a solution to the following constraint optimization problem:

\[
\sum_{\varepsilon_i \in \{-, +\}} \cdots \sum_{\varepsilon_n \in \{-, +\}} p_{1}^{\varepsilon_1} \cdot \ldots \cdot p_{n}^{\varepsilon_n} \cdot f(x_{1}^{\varepsilon_1}, \ldots, x_{n}^{\varepsilon_n}) \rightarrow \min
\]

under the conditions

\[
p_{\varepsilon}^{-} + p_{\varepsilon}^{+} = 1 \text{ for all } i;
\]

\[
p_{\varepsilon}^{-} \geq 0 \text{ and } p_{\varepsilon}^{+} \geq 0, \text{ for all } i;
\]

\[
\underline{x} \leq x_{\varepsilon}^{-} \leq x_{\varepsilon}^{+} \leq \bar{x}_i \text{ for all } i;
\]

\[
\underline{E}_i \leq p_{\varepsilon}^{-} \cdot x_{\varepsilon}^{-} + p_{\varepsilon}^{+} \cdot x_{\varepsilon}^{+} \leq \bar{E}_i \text{ for all } i.
\]
\( \mathbf{E} \) is a solution to the constraint optimization problem:

\[
\sum_{\varepsilon_1 \in \{\pm\}} \cdots \sum_{\varepsilon_n \in \{\pm\}} \mathbf{p}_{\varepsilon_1} \cdots \mathbf{p}_{\varepsilon_n} \cdot f(x_1^{\varepsilon_1}, \ldots, x_n^{\varepsilon_n}) \rightarrow \max
\]

under the same constraints.

For convex and concave functions, these results can be further simplified:

**Theorem 26.** Let \( n \) be an integer, \( x_1, \ldots, x_n, \mathbf{E}_1 \subseteq x_1, \ldots, \mathbf{E}_n \subseteq x_n \) be intervals, and let \( f(x_1, \ldots, x_n) \) be a convex function of \( n \) real variables. Then, the range \( \mathbf{E} = \{\mathbf{E}_1, \mathbf{E}_n\} \) of possible values of \( E[y] \), where \( y = f(x_1, \ldots, x_n) \), over all possible distributions on the box \( x_1 \times \cdots \times x_n \) for which \( x_i \in x_i \) and \( E[x_i] \in \mathbf{E}_i \), is as follows:

\[
\mathbf{E} = f(E_1, \ldots, E_n),
\]

and \( \mathbf{E} \) is a solution to the following constraint optimization problem:

\[
\sum_{j=0}^{n} p^{(j)} \cdot f(x_1^{(j)}, \ldots, x_n^{(j)}) \rightarrow \max
\]

under the conditions

\[
\sum_{j=0}^{n} p^{(j)} = 1;
\]

\[
p^{(j)} \geq 0, \text{ for all } j;
\]

\[
x_i^{(j)} = \underline{x}_i \text{ or } x_i^{(j)} = \overline{x}_i \text{ for all } i, j;
\]

\[
E_i \leq \sum_{j=0}^{n} p^{(j)} \cdot x_i^{(j)} \leq \mathbf{E}_i \text{ for all } i.
\]

**Theorem 27.** Let \( n \) be an integer, \( x_1, \ldots, x_n, \mathbf{E}_1 \subseteq x_1, \ldots, \mathbf{E}_n \subseteq x_n \) be intervals, and let \( f(x_1, \ldots, x_n) \) be a concave function of \( n \) real variables. Then, the range \( \mathbf{E} = \{\mathbf{E}_1, \mathbf{E}_n\} \) of possible values of \( E[y] \), where \( y = f(x_1, \ldots, x_n) \), over all possible distributions on the box \( x_1 \times \cdots \times x_n \) for which \( x_i \in x_i \) and \( E[x_i] \in \mathbf{E}_i \), is as follows:

\[
\mathbf{E} = f(E_1, \ldots, E_n),
\]

and \( \mathbf{E} \) is a solution to the following constraint optimization problem:

\[
\sum_{j=0}^{n} p^{(j)} \cdot f(x_1^{(j)}, \ldots, x_n^{(j)}) \rightarrow \min
\]

under the conditions

\[
\sum_{j=0}^{n} p^{(j)} = 1;
\]
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\[ p^{(j)} \geq 0, \text{ for all } j; \]
\[ x^{(j)}_i = \underline{x}_i \text{ or } x^{(j)}_i = \overline{x}_i \text{ for all } i, j; \]
\[ E_i \leq \sum_{j=0}^{n} p^{(j)} \cdot x^{(j)}_i \leq E_i \text{ for all } i. \]

**Theorem 28.** Let \( n \) be an integer, \( x_1, \ldots, x_n, E_1 \subseteq x_1, \ldots, E_n \subseteq x_n \) be intervals, and let \( f(x_1, \ldots, x_n) \) be a convex function of \( n \) real variables. Then, the range \( E = [\underline{E}, \overline{E}] \) of possible values of \( E[y] \), where \( y = f(x_1, \ldots, x_n) \), over all possible independent distributions \( x_1, \ldots, x_n \) for which \( x_i \in x_i \) and \( E[x_i] \in E_i \), is as follows:

\[
\overline{E} = f(E_1, \ldots, E_n); \\
\underline{E} = \sum_{\epsilon_i \in \{-, +\}} \ldots \sum_{\epsilon_n \in \{-, +\}} p^{\epsilon_1}_1 \cdots p^{\epsilon_n}_n \cdot f(x^{\epsilon_1}_1, \ldots, x^{\epsilon_n}_n),
\]

where \( p^{\epsilon_i}_i \stackrel{\text{def}}{=} p_i, \quad p^{\epsilon_i}_i \stackrel{\text{def}}{=} 1 - p_i, \quad x^{\epsilon_i}_i \stackrel{\text{def}}{=} \underline{x}_i \text{ and } x^{+}_i \stackrel{\text{def}}{=} \overline{x}_i. \)

**Theorem 29.** Let \( n \) be an integer, \( x_1, \ldots, x_n, E_1 \subseteq x_1, \ldots, E_n \subseteq x_n \) be intervals, and let \( f(x_1, \ldots, x_n) \) be a concave function of \( n \) real variables. Then, the range \( E = [\underline{E}, \overline{E}] \) of possible values of \( E[y] \), where \( y = f(x_1, \ldots, x_n) \), over all possible independent distributions \( x_1, \ldots, x_n \) for which \( x_i \in x_i \) and \( E[x_i] \in E_i \), is as follows:

\[
\overline{E} = f(E_1, \ldots, E_n); \\
\underline{E} = \sum_{\epsilon_i \in \{-, +\}} \ldots \sum_{\epsilon_n \in \{-, +\}} p^{\epsilon_1}_1 \cdots p^{\epsilon_n}_n \cdot f(x^{\epsilon_1}_1, \ldots, x^{\epsilon_n}_n),
\]

where \( p^{+}_i \stackrel{\text{def}}{=} p_i, \quad p^{\epsilon}_i \stackrel{\text{def}}{=} 1 - p_i, \quad x^{\epsilon}_i \stackrel{\text{def}}{=} \underline{x}_i \text{ and } x^{+}_i \stackrel{\text{def}}{=} \overline{x}_i. \)

Similar results can be proven for the case when \( n = 2 \) and \( x_1 \) and \( x_2 \) are highly correlated:

**Theorem 30.** Let \( x_1, x_2, E_1 \subseteq x_1, E_2 \subseteq x_2 \) be intervals, and let \( f(x_1, x_2) \) be a continuous function of two real variables. Then, the range \( E = [\underline{E}, \overline{E}] \) of possible values of \( E[y] \), where \( y = f(x_1, x_2) \), over all possible distributions highly positively correlated distributions on the box \( x_1 \times \ldots \times x_n \) for which \( x_i \in x_i \) and \( E[x_i] \in E_i \), can be determined as follows:

- \( \underline{E} \) is a solution to the following constraint optimization problem:
  \[
  \sum_{j=0}^{2} p^{(j)} \cdot f(x^{(j)}_1, x^{(j)}_2) \rightarrow \min
  \]
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under the conditions

\[ \sum_{j=0}^{2} p_j^{(j)} = 1; \]
\[ p_j^{(j)} \geq 0, \text{ for all } j; \]
\[ E_i \leq x_i^{(j)} \leq \mathcal{F}_i \text{ for all } i, j; \]
\[ E_i \leq \sum_{j=0}^{n} p_j^{(j)} \cdot x_i^{(j)} \leq \mathcal{F}_i \text{ for all } i; \]
\[ x_i^{(j)} \leq x_i^{(j+1)} \text{ for all } i, j. \]

- \( \mathcal{F} \) is a solution to the constraint optimization problem:

\[ \sum_{j=0}^{2} p_j^{(j)} \cdot f(x_1^{(j)}, x_2^{(j)}) \rightarrow \max \]

under the same constraints.

**Theorem 31.** Let \( \mathbf{x}_1, \mathbf{x}_2, \mathbf{E}_1 \subseteq \mathbf{x}_1, \mathbf{E}_2 \subseteq \mathbf{x}_2 \) be intervals, and let \( f(x_1, x_2) \) be a continuous function of two real variables. Then, the range \( \mathcal{E} = [\mathcal{E}_L, \mathcal{E}_U] \) of possible values of \( E[y] \), where \( y = f(x_1, x_2) \), over all possible distributions highly negatively correlated distributions on the box \( \mathbf{x}_1 \times \ldots \times \mathbf{x}_n \) for which \( x_i \in \mathbf{x}_i \) and \( E[x_i] \in \mathbf{E}_i \), can be determined as follows:

- \( \mathcal{E} \) is a solution to the following constraint optimization problem:

\[ \sum_{j=0}^{2} p_j^{(j)} \cdot f(x_1^{(j)}, x_n^{(j)}) \rightarrow \min \]

under the conditions

\[ \sum_{j=0}^{2} p_j^{(j)} = 1; \]
\[ p_j^{(j)} \geq 0, \text{ for all } j; \]
\[ E_i \leq x_i^{(j)} \leq \mathcal{F}_i \text{ for all } i, j; \]
\[ E_i \leq \sum_{j=0}^{n} p_j^{(j)} \cdot x_i^{(j)} \leq \mathcal{F}_i \text{ for all } i; \]
\[ x_i^{(j)} \leq x_i^{(j+1)} \text{ and } x_2^{(j)} \geq x_2^{(j+1)} \text{ for all } j. \]

- \( \mathcal{F} \) is a solution to the constraint optimization problem:

\[ \sum_{j=0}^{2} p_j^{(j)} \cdot f(x_1^{(j)}, x_2^{(j)}) \rightarrow \max \]

under the same constraints.
6 From Intervals and First-Order Moments to Higher-Order Moments

So far, we have provided explicit formulas for the elementary arithmetic operations \( f(x_1, \ldots, x_n) \) for the case when we know the first order moments. What if, in addition to that, we have some information about second order (and/or higher order) moments of \( x_i \)? What will we be then able to conclude about the moments of \( y \)? Partial answers to this question are given in [6, 18]; it is desirable to find a general answer.

Similarly to the case of first moments, we can reduce the corresponding problems to the constraint optimization problems with finitely many variables (the proof is similar). For example, when, in addition to intervals \( E_i \) that contain the first moments \( E[x_i] \), we know the intervals \( E_{ik} \) that contain the second moments \( E[x_i \cdot x_k] \), then the corresponding bounds \( \underline{E} \) and \( \overline{E} \) on \( E[y] \) can be computed by solving the following problems:

\[
\sum_{j=0}^{N} p_j \cdot f(x_1^{(j)}, \ldots, x_n^{(j)}) \rightarrow \min(\max)
\]

under the conditions

\[
\sum_{j=0}^{N} p_j = 1;
\]

\[
p_j \geq 0, \quad \text{for all } j;
\]

\[
\underline{x}_i \leq x_i^{(j)} \leq \overline{x}_i \quad \text{for all } i, j;
\]

\[
\underline{E}_i \leq \sum_{j=0}^{n} p_j \cdot x_i^{(j)} \leq \overline{E}_i \quad \text{for all } i;
\]

\[
\underline{E}_{ik} \leq \sum_{j=0}^{n} p_j \cdot x_i^{(j)} \cdot x_k^{(j)} \leq \overline{E}_{ik} \quad \text{for all } i, k,
\]

where \( N = n(n + 1)/2 \).

Bounds on \( E[y^2] \) can be obtained in a similar way if instead of the original function \( f(x_1, \ldots, x_n) \) that describes \( y \) in terms of \( x_i \), we consider a new function \( \tilde{f}(x_1, \ldots, x_n) \) that describes \( y \) in terms of \( x_i \). If we know that the variables \( x_i \) are highly correlated, then (similarly to Theorems 18 and 19) we can add the constraints

\[
x_i^{(j)} \leq x_i^{(j+1)} \quad \text{for all } i, j
\]

(for positive correlation)

or

\[
x_i^{(j)} \leq x_i^{(j+1)} \quad \text{and} \quad x_j^{(j)} \geq x_j^{(j+1)} \quad \text{for all } j
\]
(for negative correlation).

If we know that the variables $x_i$ are independent, and we know the bounds $E_i$ on $E[x_i]$ and $M_i$ on $E[x_i^2]$, then the corresponding bounds $\underline{E}$ and $\overline{E}$ on $E[y]$ can be computed by solving the following problems:

$$\sum_{j_1=1}^{3} \cdots \sum_{j_n=1}^{3} p_i^{(j_1)} \cdots p_i^{(j_n)} \cdot f(x_1^{(j_1)}, \ldots, x_n^{(j_n)}) \rightarrow \min(\max)$$

under the conditions

$$\sum_{j=1}^{3} p_i^{(j)} = 1 \text{ for all } i;$$

$$p_i^{(j)} \geq 0, \text{ for all } i, j;$$

$$\underline{E} \leq x_i^{(j)} \leq \overline{E} \text{ for all } i, j;$$

$$\underline{E}_i \leq \sum_{j=1}^{3} p_i^{(j)} \cdot x_i^{(j)} \leq \overline{E}_i \text{ for all } i;$$

$$\underline{M}_i \leq \sum_{j=1}^{3} p_i^{(j)} \cdot \left( x_i^{(j)} \right)^2 \leq \overline{M}_i \text{ for all } i.$$

**Conclusions**

In addition to intervals, we sometimes know the means $E_i$ or intervals $[E_i, \overline{E}_i]$ that contain the corresponding means. In this paper, we have described how to generalize interval arithmetic to this new case.
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Appendix: Proofs

Proof of Theorem 1. To get the desired bounds $E$ and $F$, we must consider the values $E[x_1 \cdot x_2]$ for all possible probability distributions on the box $x_1 \times x_2$ for which $E[x_1] = E_i$ and $E[x_2] = x_2$. To describe a general probability distribution, we must use infinitely many parameters, and hence, this problem is difficult to solve directly.

To make the problem simpler, we will show that a general distribution with $E[x_i] = E_i$ can be simplified without changing the values $E[x_i]$ and $E[x_1 \cdot x_2]$. Thus, to describe possible values of $E[x_1 \cdot x_2]$, we do not need to consider all possible distributions, it is sufficient to consider only the simplified ones.

We will describe the simplification for discrete distributions that concentrate on finitely many points $x^j = (x_1^j, x_2^j)$, $1 \leq j \leq N$. An arbitrary probability distribution can be approximated by such distributions, so we do not lose anything by this restriction.

So, we have a probability distribution in which the point $x^{(1)}$ appears with the probability $p^{(1)}$, the point $x^{(2)}$ appears with the probability $p^{(2)}$, etc. Let us modify this distribution as follows: pick a point $x^j = (x_1^j, x_2^j)$ that occurs with probability $p^j$, and replace it with two points: $x^j = (x_1^j, x_2^j)$ with probability $p^j \cdot \overline{p}^j$ and $x^j = (x_1^j, x_2^j)$ with probability $p^j \cdot p^j$, where

$$
\overline{p}^j \equiv \frac{x_1^j - x_1}{x_1 - x_2}
$$

and $p^j \equiv 1 - p^j$:

Here, the values $\overline{p}^j$ and $p^j = 1 - \overline{p}^j$ are chosen in such a way that $\overline{p}^j \cdot x_1 + p^j \cdot x_2 = x_1^j$. Due to this choice,

$$
p^j \cdot \overline{p}^j \cdot x_1 + p^j \cdot p^j \cdot x_2 = p^j \cdot x_1^j,
$$

hence for the new distribution, the mathematical expectation $E[x_1]$ is the same as for the old one. Similarly, we can prove that the values $E[x_2]$ and $E[x_1 \cdot x_2]$ do not change.
We started with a general discrete distribution with \( N \) points for each of which \( x_1^{(j)} \) could be inside the interval \( x_1 \), and we have a new distribution for which \( \leq N - 1 \) points have the value \( x_1 \) inside this interval. We can perform a similar replacement for all \( N \) points and get a distribution with the same values of \( E[x_1], E[x_2], \) and \( E[x_1 \cdot x_2] \) as the original one but for which, for every point, \( x_1 \) is equal either to \( \mathbb{A} \), or to \( \mathbb{B} \).

For the new distribution, we can perform a similar transformation relative to \( x_2 \) and end up – without changing the values \( x_1 \) – with the distribution for which always either \( x_2 = \mathbb{A} \) or \( x_2 = \mathbb{B} \):

Thus, instead of considering all possible distributions, it is sufficient to consider only distributions for which \( x_1 \in \{\mathbb{A}, \mathbb{B}\} \) and \( x_2 \in \{\mathbb{A}, \mathbb{B}\} \). In other words, it is sufficient to consider only distributions which are located in the four corner points \((\mathbb{A}, \mathbb{A}), (\mathbb{A}, \mathbb{B}), (\mathbb{B}, \mathbb{A}), \) and \((\mathbb{B}, \mathbb{B})\) of the box \( x_1 \times x_2 \):

Such distribution can be characterized by the probabilities of these four points; we will denote these probabilities by \( p(\mathbb{A}, \mathbb{A}), p(\mathbb{A}, \mathbb{B}), p(\mathbb{B}, \mathbb{A}), \) and \( p(\mathbb{B}, \mathbb{B}) \). So, we have a finite-parametric family of distributions.

These four probabilities cannot be given arbitrarily, they must satisfy three equations: their sum must be equal to 1:

\[
p(\mathbb{A}, \mathbb{A}) + p(\mathbb{A}, \mathbb{B}) + p(\mathbb{B}, \mathbb{A}) + p(\mathbb{B}, \mathbb{B}) = 1;
\]

and we must have the given values of \( E[x_1] \) and \( E[x_2] \).
Since \( x_1 \) takes only two possible values \( x_1 \) and \( x_1 \), the condition \( E[x_1] = E_1 \) can be described as

\[
p(x_1) \cdot x_1 + p(x_1) \cdot x_1 = E_1,
\]

where

\[
p(x_1) \overset{\text{def}}{=} p(x_1 \cap x_2) + p(x_1 \cap x_2)
\]

is the total probability of \( x_1 \), and \( p(x_1) = 1 - p(x_1) \) is the total probability of \( x_1 \). From the condition that

\[
(1 - p(x_1)) \cdot x_1 + p(x_1) \cdot x_1 = E_1,
\]

we conclude that

\[
p(x_1) = \frac{E_1 - x_1}{x_1 - x_1},
\]

i.e., that the probability \( p(x_1) \) coincides with the quantity \( p_1 \) defined in Theorem 1. Thus, we must have \( p(x_1 \cap x_2) + p(x_1 \cap x_2) = p_1 \).

Similarly, we can conclude that the probability \( p(x_2) \) (that \( x_2 = x_2 \)) coincides with the quantity \( p_2 \) defined in Theorem 1, and thus, that \( p(x_2 \cap x_2) + p(x_2 \cap x_2) = p_2 \).

We have three conditions on four probabilities. Thus, we have, in effect, a 1-dimensional family of distributions, for which it is much easier to find the smallest and the largest possible values of \( E[x_1 \cdot x_2] \).

Reduction to a 4-corner distribution is a general fact, true for both desired bounds \( E \) and \( E' \). Now, depending on which bound we want to estimate, we will perform different transformations. Since we are interested not only in the general case, but also in the cases of “co-monotonicity” (highly positive and highly negative correlation), it makes sense to ask a natural question: when does “co-monotonicity” increase \( E[x_1 \cdot x_2] \)? when does it decrease it?

To answer this question, we will also consider discrete distributions, this time - distributions in which \( N \) points \( x^{(j)} = (x_1^{(j)}, x_2^{(j)}) \) all have equal probabilities. It is also well known that every probability distribution on the box can be approximated by such distributions (in such a way that moments are approximated as well). For such distributions:

- highly positive correlation means that we can order the points \( x^{(j)} \) in such a way that when \( i < j \), we have \( x_1^{(i)} \leq x_1^{(j)} \) and \( x_2^{(i)} \leq x_2^{(j)} \);
- highly negative correlation means that we can order the points \( x^{(j)} \) in such a way that when \( i < j \), we have \( x_1^{(i)} \leq x_1^{(j)} \) and \( x_2^{(i)} \geq x_2^{(j)} \).

Let us first consider the case of highly positive correlation. Reformulating the above property, we can see that a distribution is not highly positively correlated if and only if there exist points \( i \) and \( j \) for which \( x_1^{(i)} < x_1^{(j)} \) and \( x_2^{(i)} > x_2^{(j)} \). We can “correct” this obstacle to highly positive correlation by “swapping” the
second components of these points, i.e., by replacing \( x^{(i)} \) and \( x^{(j)} \) with two new points \( x^{(i)}_{\text{new}} = (x_1^{(i)}', x_2^{(j)}') \) and \( x^{(j)}_{\text{new}} = (x_1^{(j)}', x_2^{(i)}') \). It is easy to see that this swap does not change \( E[x_1] = (1/N) \cdot \sum_{k=1}^{N} x_1^{(k)} \) and \( E[x_2] = (1/N) \cdot \sum_{k=1}^{N} x_2^{(k)} \). How does it affect \( E[x_1 \cdot x_2] = (1/N) \cdot \sum_{k=1}^{N} x_1^{(k)} \cdot x_2^{(k)} \)? The only two terms that are changed are terms corresponding to \( k = i \) and \( k = j \):

- For the original points, the sum of these two terms is equal to \( x_1^{(i)} \cdot x_2^{(i)} + x_1^{(j)} \cdot x_2^{(j)} \).
- For the new points, the corresponding sum is equal to \( x_1^{(i)} \cdot x_2^{(j)} + x_1^{(j)} \cdot x_2^{(i)} \).
- Therefore, the difference between the new and the old values of \( E[x_1 \cdot x_2] \) is equal to:

\[
\frac{1}{N} \cdot (x_1^{(i)} \cdot x_2^{(j)} + x_1^{(j)} \cdot x_2^{(i)} - (x_1^{(i)} \cdot x_2^{(i)} + x_1^{(j)} \cdot x_2^{(j)})).
\]

One can easily see that this difference is equal to

\[
\frac{1}{N} \cdot (x_1^{(i)} - x_1^{(j)}) \cdot (x_2^{(j)} - x_2^{(i)}).
\]

Thus, when we have a distribution which is not highly positively correlated, i.e., for which \( x_1^{(i)} < x_1^{(j)} \) and \( x_2^{(i)} > x_2^{(j)} \) for some \( i \) and \( j \), the above swap not only deletes this violation of highly positive correlation, it also increases the value \( E[x_1 \cdot x_2] \).

So, if we are interested in the maximum of \( E[x_1 \cdot x_2] \), we can perform these swaps until no further swaps are possible (since there are only finitely many rearrangement of the original second components, and each swap increases the value of \( E[x_1 \cdot x_2] \), this process has to stop). So, we arrive at the following conclusion: when we are looking for the maximum of \( E[x_1 \cdot x_2] \), we only need to consider highly positively correlated distributions.

Similarly, a distribution is not highly negatively correlated if and only if there exist points \( i \) and \( j \) for which \( x_1^{(i)} < x_1^{(j)} \) and \( x_2^{(i)} < x_2^{(j)} \). In this case, a similar swap leaves \( E[x_1] \) and \( E[x_2] \) unchanged but decreases the value \( E[x_1 \cdot x_2] \). Thus, when we are looking for the minimum of \( E[x_1 \cdot x_2] \), we only need to consider highly negatively correlated distributions.

We have already proven that it is sufficient to consider only distributions located at the four corners of the box \( x_1 \times x_2 \). Now, we know something extra:

- If we look for the maximum of \( E[x_1 \cdot x_2] \), then it is sufficient to consider the case of highly positive correlation. For a 4-corner distribution this
means that we cannot have both points \((x_1, x_2)\) and \((x_1, x_3)\) – for one of these points, the probability should be equal to 0:

- If we look for the minimum of \(E[x_1 \cdot x_2]\), then it is sufficient to consider the case of highly negative correlation. For a 4-corner distribution this means that we cannot have both points \((x_1, x_2)\) and \((x_1, x_3)\) – for one of these points, the probability should be equal to 0:

Let us first consider the case of \(E\).

- If \(p(x_1 \& x_2) = 0\), then \(p(x_1 \& x_3) = p_1\). So, from \(p(x_1 \& x_2) + p(x_1 \& x_3) = p_2\), we can conclude that \(p_2 \geq p_1\), and \(p(x_1 \& x_3) = p_2 - p_1\). The remaining probability \(p(x_1 \& x_2)\) can be determined from the condition that the sum of all three probabilities is 1, and is, therefore, equal to \(1 - p_2\).

- If \(p(x_1 \& x_2) = 0\), then \(p(x_1 \& x_3) = p_2\). So, from \(p(x_1 \& x_2) + p(x_1 \& x_3) = p_1\), we can conclude that \(p_1 \geq p_2\), and \(p(x_1 \& x_3) = p_1 - p_2\). The remaining probability \(p(x_1 \& x_2)\) can be determined from the condition that the sum of all three probabilities is 1, and is, therefore, equal to \(1 - p_1\).

One can see that in both cases,

\[
p(x_1 \& x_2) = \min(p_1, p_2), \quad p(x_1 \& x_3) = \max(p_1 - p_2, 0),
\]
\[ p(\mathcal{X}_1 & \mathcal{X}_2) = \max(p_2 - p_1, 0), \quad p(\mathcal{X}_1 & \mathcal{X}_2) = \min(1 - p_1, 1 - p_2). \]

Therefore, the mathematical expectation \( E[x_1 \cdot x_2] \) of \( x_1 \cdot x_2 \) is equal exactly to the expression from Theorem 1.

For \( \mathbb{F} \), the situation is similar:

- If \( p(\mathcal{X}_1 & \mathcal{X}_2) = 0 \), then \( p(\mathcal{X}_1 & \mathcal{X}_2) = p(\mathcal{X}_1) = 1 - p_1 \) and \( p(\mathcal{X}_1 & \mathcal{X}_2) = p(\mathcal{X}_2) = 1 - p_2 \). The remaining probability \( p(\mathcal{X}_1 & \mathcal{X}_2) \) can be determined from the condition that the sum of all three probabilities is 1, and is, therefore, equal to \( 1 - (1 - p_1) - (1 - p_2) = p_1 + p_2 - 1 \). Since probabilities are non-negative, this is only possible when \( p_1 + p_2 \geq 1 \).

- If \( p(\mathcal{X}_1 & \mathcal{X}_2) = 0 \), then \( p(\mathcal{X}_1 & \mathcal{X}_2) = p_1 \) and \( p(\mathcal{X}_1 & \mathcal{X}_2) = p_2 \). The remaining probability \( p(\mathcal{X}_1 & \mathcal{X}_2) \) can be determined from the condition that the sum of all three probabilities is 1, and is, therefore, equal to \( 1 - p_1 - p_2 \). Since probabilities are non-negative, this is only possible when \( p_1 + p_2 \leq 1 \).

One can see that in both cases, \( p(\mathcal{X}_1 & \mathcal{X}_2) = \max(p_1 + p_2 - 1, 0), \) \( p(\mathcal{X}_1 & \mathcal{X}_2) = \min(p_1, 1 - p_2), \) \( p(\mathcal{X}_1 & \mathcal{X}_2) = \min(1 - p_1, p_2), \) and \( p(\mathcal{X}_1 & \mathcal{X}_2) = \max(1 - p_1 - p_2, 0). \) Therefore, the mathematical expectation \( E[x_1 \cdot x_2] \) of \( x_1 \cdot x_2 \) is equal exactly to the expression from Theorem 1.

The theorem is proven.

**Proof of Theorem 2.** In the proof of Theorem 1, we have shown that the maximum of \( E[x_1 \cdot x_2] \) is attained at a highly positively correlated distribution; therefore, the maximum \( \mathbb{E} \) of \( E[x_1 \cdot x_2] \) over all possible distributions should be equal to the maximum of \( E[x_1 \cdot x_2] \) over all highly positively correlated distributions.

To complete the proof of the theorem, it is therefore sufficient to prove that the lower bound \( \mathbb{E} \) is equal to \( E_1 \cdot E_2 \). The value \( E_1 \cdot E_2 \) can be attained by a degenerate distribution concentrated on the point \( (E_1, E_2) \) with probability 1. So, to complete the proof of the theorem, we will show that by replacing the original distribution by the degenerate distribution concentrated on its average \( (E_1, E_2) \), we decrease \( E[x_1 \cdot x_2] \).

Similar to Theorem 1, we can, without loss of generality, consider discrete distributions that concentrate on finitely many points \( x^{(j)} = (x_1^{(j)}, x_2^{(j)}), 1 \leq j \leq N \). So, we have a probability distribution in which the point \( x^{(1)} \) appears with the probability \( p^{(1)} \), the point \( x^{(2)} \) appears with the probability \( p^{(2)} \), etc. As we have mentioned in the proof of Theorem 1, the fact that the distribution is highly positively correlated means that we can order the points \( x^{(j)} \) in such a way that when \( i < j \), we have \( x_1^{(i)} \leq x_1^{(j)} \) and \( x_2^{(i)} \leq x_2^{(j)} \). Let us therefore assume that the points are ordered this way.

We will show that when we replace, in our distribution, the two neighboring points \( x^{(i)} \) and \( x^{(i+1)} \) by their average \( x = \alpha \cdot x^{(i+1)} + (1 - \alpha) \cdot x^{(i)} \) (where \( \alpha = p^{(i+1)}/(p^{(i)} + p^{(i+1)}) \)) with probability \( p^{(i)} + p^{(i+1)} \), then:
(1) we preserve $E[x_1]$ and $E[x_2]$;

(2) we preserve the highly positive correlation property, and

(3) the value $E[x_1 \cdot x_2]$ either decreases or stays the same.

Once this is proven, we will have a new highly positively correlated distribution with $N-1$ points and smaller (or same) value of $E[x_1 \cdot x_2]$. We can apply the same reduction to the new distribution, etc., until we have only a single point $x = (x_1, x_2)$ left. Since our transformation preserves the values $E[x_1]$ and $E[x_2]$, we have $x_1 = E_1$ and $x_2 = E_2$ and hence, $E[x_1 \cdot x_2] = E_1 \cdot E_2$. Since the value $E[x_1 \cdot x_2]$ cannot increase under our transformations, we can therefore conclude that the original value of $E[x_1 \cdot x_2]$ was larger or equal to $E_1 \cdot E_2$ — i.e., that $E_1 \cdot E_2$ is indeed the lower bound.

Let us proceed with proof of the three properties of the above transformation.

(1) Let us first prove that the above transformation preserves $E[x_1]$ (for $E[x_2]$ the proof is the same). Indeed, after the transformation, the only change in the original expression $E[x_1] = \sum_{k=1}^{N} p^k \cdot x_1^{(k)}$ is that we replace the sum $p^i \cdot x_1^{(i)} + p^{(i+1)} \cdot x_1^{(i+1)}$ of $i$-th and $(i+1)$-th terms by the new term $(p^i + p^{(i+1)}) \cdot x_1$, i.e., by definition of $x_1$ by the term

$$(p^i + p^{(i+1)}) \cdot (\alpha \cdot x_1^{(i+1)} + (1 - \alpha) \cdot x_1^{(i)}).$$

By definition of $\alpha$, this expression is exactly equal to the original sum (this is why we chose the above $\alpha$). So, the values $E[x_1]$ are indeed unchanged.

(2) It is also easy to show that the distribution continues to be strictly positively correlated. To prove it, we must show two things:

(2a) that if $k < i$, then $x_1^{(k)} \leq x_1$ and $x_2^{(k)} \leq x_2$; and
(2b) that if \( i < k \), then \( x_i \leq x_1^{(k)} \) and \( x_2 \leq x_2^{(k)} \).

Let us prove the first property (2a) (the second property (2b) is proven in the same way). Since the original distribution was highly positively correlated, we have \( x_1^{(k)} \leq x_1^{(k)} \) and \( x_1^{(k)} \leq x_1^{(i+1)} \). Multiplying the first inequality by \( \alpha \geq 0 \) and the second one by \( 1 - \alpha \geq 0 \), we conclude that \( x_k^{(k)} \leq x_1 \) (the proof is the same for the second component).

(3) Finally, let us prove that the above transformation decreases \( E[x_1 \cdot x_2] \). Indeed, originally, we had \( E[x_1 \cdot x_2] = \sum_{k=1}^{N} p^{(k)} \cdot x_1^{(k)} \cdot x_2^{(k)} \). After the transformation, the only change is that we replace the sum \( p^{(i)} \cdot x_1^{(i)} \cdot x_2^{(i)} + p^{(i+1)} \cdot x_1^{(i+1)} \cdot x_2^{(i+1)} \) of \( i \)-th and \((i+1)\)-th terms by the new term \((p^{(i)} + p^{(i+1)}) \cdot x_1 \cdot x_2 \). By definition of \( \alpha \), we have \( p^{(i+1)} = (p^{(i)} + p^{(i)}) \cdot \alpha \) and \( p^{(i+1)} = (p^{(i)} + p^{(i)}) \cdot (1 - \alpha) \). Thus, the first sum can be represented as \((p^{(i)} + p^{(i+1)}) \cdot ((1 - \alpha) \cdot x_1^{(i)} \cdot x_2^{(i)} + \alpha \cdot x_1^{(i+1)} \cdot x_2^{(i+1)}) \).

Thus, to prove that the change cannot increase \( E[x_1 \cdot x_2] \), it is sufficient to prove that
\[
(1 - \alpha) \cdot x_1^{(i)} \cdot x_2^{(i)} + \alpha \cdot x_1^{(i+1)} \cdot x_2^{(i+1)} - x_1 \cdot x_2 \geq 0.
\]

By definition of \( x \), this is equivalent to:
\[
(1 - \alpha) \cdot x_1^{(i)} \cdot x_2^{(i)} + \alpha \cdot x_1^{(i+1)} \cdot x_2^{(i+1)} -
(\alpha \cdot x_1^{(i+1)} + (1 - \alpha) \cdot x_1^{(i)}) \cdot (\alpha \cdot x_2^{(i+1)} + (1 - \alpha) \cdot x_2^{(i)}) \geq 0.
\]

If we actually multiply the terms in the left-hand side and then combine together similar terms, we will conclude that the left-hand side is equal to:
\[
\alpha \cdot (1 - \alpha) \cdot (x_1^{(i+1)} - x_1^{(i)}) \cdot (x_2^{(i+1)} - x_2^{(i)}).
\]

Since the original distribution is highly positively correlated and \( i < i + 1 \), we have \( x_1^{(i+1)} - x_1^{(i)} \geq 0 \) and \( x_2^{(i+1)} - x_2^{(i)} \geq 0 \), so the left-hand side is indeed non-negative.

The theorem is proven.

**Proof of Theorem 3** is similar to the proof of Theorem 2, with the same transformation:
Proof of Theorem 4. For $x_1 > 0$, the function $f(x_1) \equiv 1/x_1$ is convex: for every $x_1$, $x'_1$, and $\alpha \in [0, 1]$, we have
\[
f(\alpha \cdot x_1 + (1 - \alpha) \cdot x'_1) \leq \alpha \cdot f(x_1) + (1 - \alpha) \cdot f(x'_1).
\]
Hence, if we are looking for a minimum of $E[1/x_1]$, we can replace every two points from the probability distribution with their average, and the resulting value of $E[1/x_1]$ will only decrease:

\[
x_1 \quad \times \quad \times \quad x'_1
\]

So, the minimum is attained when the probability distribution is concentrated on a single value – which has to be $E_1$. Thus, the smallest possible value of $E[1/x_1]$ is $1/E_1$.

Due to the same convexity, if we want maximum of $E[1/x_1]$, we should replace every value $x_1 \in \mathcal{C}_1 \mathcal{C}_1$ by a probabilistic combination of the values $\mathcal{C}_1 \mathcal{C}_1$:

\[
x_1 \quad \times \quad \times \quad \times \quad \times
\]

So, the maximum is attained when the probability distribution is concentrated on these two endpoints $\mathcal{C}_1 \mathcal{C}_1$ and $\mathcal{C}_1 \mathcal{C}_1$. Since the average of $x_1$ should be equal to $E_1$, we can, similarly to the proof of Theorem 1, conclude that in this distribution, $\mathcal{C}_1$ occurs with probability $p_1$, and $\mathcal{C}_1$ occurs with probability $1 - p_1$. For this distribution, the value $E[1/x_1]$ is exactly the upper bound from the formulation of Theorem 4. The theorem is proven.

Proof of Theorem 5. Since $\min(x_1, x_2) \leq x_1$, we have $E[\min(x_1, x_2)] \leq E[x_1] = E_1$. Similarly, $E[\min(x_1, x_2)] \leq E_2$, hence, $E[\min(x_1, x_2)] \leq \min(E_1, E_2)$. The value $\min(E_1, E_2)$ is possible when $x_1 = E_1$ with probability 1 and $x_2 = E_2$ with probability 1. Thus, $\min(E_1, E_2)$ is the exact upper bound for $E[\min(x_1, x_2)]$.

For each $x_2$, the function $x_1 \rightarrow \min(x_1, x_2)$ is concave; therefore, similarly to the proof of Theorem 4, if we replace each point $x^{(j)} = (x^{(j)}_1, x^{(j)}_2)$ by the corresponding probabilistic combination of the points $(\mathcal{C}_1, x^{(j)}_2)$ and $(\mathcal{C}_1, x^{(j)}_2)$ (as in the proof of Theorem 1), we preserve $E[x_1]$ and $E[x_2]$ and decrease the value $E[\min(x_1, x_2)]$. Thus, when we are looking for the smallest possible value of $E[\min(x_1, x_2)]$, it is sufficient to consider only the distributions for which $x_1$ is located at one of the endpoints $\mathcal{C}_1$ or $\mathcal{C}_1$. Similarly to the proof of Theorem 1, the probability of $\mathcal{C}_1$ is equal to $p_1$.

Similarly, we can conclude that to find the largest possible value of $E[\min(x_1, x_2)]$, it is sufficient to consider only distributions in which $x_2$ can take only two values: $\mathcal{C}_2$ and $\mathcal{C}_2$. To get the desired value of $E_2$, we must have $\mathcal{C}_2$ with probability $p_1$ and $\mathcal{C}_2$ with probability $1 - p_2$. 38
Since we consider the case when \( x_1 \) and \( x_2 \) are independent, and each of them takes two possible values, we can conclude that \( x = (x_1, x_2) \) can take four possible values \((x_1, x_2), (x_1, x_2^c), (x_2, x_2^c), \) and \((x_2^c, x_1)\), and the probability of each of these values is equal to the product of the probabilities corresponding to \( x_1 \) and \( x_2 \). For this distribution, \( E[\min(x_1, x_2)] \) is exactly the expression from the formulation of Theorem 4. Q.E.D.

**Proof of Theorem 6** is similar to the proof of Theorem 5, with \( x_1 \leq \max(x_1, x_2) \) to prove the lower bound and \( \max(x_1, x_2) \) to prove the upper bound.

**Proof of Theorem 7.** Similarly to the proof of Theorem 5, we can conclude that \( \min(E_1, E_2) \) is the attainable upper bound for \( E[\min(x_1, x_2)] \), and that to find the lower bound for \( E[\min(x_1, x_2)] \), it is sufficient to consider distributions located at the four corners of the box \( x_1 \times x_2 \).

Similarly to the proof of Theorem 1, we will show that to find the desired minimum of \( E[\min(x_1, x_2)] \), it is sufficient to consider distributions with highly negative correlation. The proof of this statement is based on the same idea as in the proof of Theorem 1: that if we have two points \( x^{(i)} \) and \( x^{(j)} \) that contradict the assumption of highly negative correlation, i.e., \( x_1^{(i)} < x_1^{(j)} \) and \( x_2^{(i)} < x_2^{(j)} \), then by swapping the second components, we can decrease \( E[\min(x_1, x_2)] \).

In other words, we claim that if \( x_1^{(i)} < x_1^{(j)} \) and \( x_2^{(i)} < x_2^{(j)} \), then

\[
\min(x_1^{(i)}, x_2^{(i)}) + \min(x_1^{(j)}, x_2^{(j)}) \geq \min(x_1^{(i)}, x_2^{(j)}) + \min(x_1^{(j)}, x_2^{(i)}).
\]

This claim can be easily proven case-by-case by considering all possible orders between the four numbers \( x_1^{(i)}, x_1^{(j)}, x_2^{(i)}, \) and \( x_2^{(j)} \).

Thus, as in the proof of Theorem 1, we conclude that the smallest possible value for \( E[\min(x_1, x_2)] \) is attained when we have a highly negatively correlated distribution on the corner points. In Theorem 1, we have already found the probabilities corresponding to this distribution and thus, we can compute the corresponding mathematical expectation \( E[\min(x_1, x_2)] \). Q.E.D.

**Proof of Theorem 8** is similar to the proof of Theorem 7; the only difference is that for \( \max \), instead of a highly negative correlation, we need a distribution with a highly positive correlation.

**Proof of Theorem 9.** In general, since not every distribution is highly negatively correlated, the interval of possible values \( \mathbf{E}^n \) corresponding to highly negative distributions is a subset of the interval \( \mathbf{E}^n = [\mathbf{E}^n, \overline{\mathbf{E}}^n] \) corresponding to all possible distributions. In Theorem 7, however, both the distribution for which \( \mathbf{E}^n \) is attained and the distribution for which \( \overline{\mathbf{E}}^n \) is attained are highly negatively correlated. Thus, both \( \mathbf{E}^n \) and \( \overline{\mathbf{E}}^n \) belong to the desired interval \( \mathbf{E}^n \), so the intervals \( \mathbf{E}^n \) and \( \mathbf{E}^n \) coincide. Q.E.D.

**Proof of Theorem 10** is similar to the proof of Theorem 9.
Proof of Theorem 11. Similarly to the proof of Theorem 1, let us consider a discrete $N$-point highly positively correlated distribution in which each point $x^{(j)} = (x_1^{(j)} , x_2^{(j)})$ occurs with probability $p^{(j)}$, and the points are sorted: $x_1^{(1)} \leq x_1^{(2)} \leq \ldots \leq x_1^{(N)}$ and $x_2^{(1)} \leq x_2^{(2)} \leq \ldots \leq x_2^{(N)}$. Let us temporarily fix the points $x^{(j)}$ and allow the probabilities $p^{(j)}$ to change; the probabilities $p^{(j)} \geq 0$ must satisfy three conditions:

$$p^{(1)} + \ldots + p^{(N)} = 1;$$
$$p^{(1)} \cdot x_1^{(1)} + \ldots + p^{(N)} \cdot x_1^{(N)} = E_1;$$
$$p^{(1)} \cdot x_2^{(1)} + \ldots + p^{(N)} \cdot x_2^{(N)} = E_2.$$

Under these conditions, we want to minimize the mean $E[\min(x_1,x_2)]$, i.e., the expression

$$p^{(1)} \cdot \min(x_1^{(1)},x_2^{(1)}) + \ldots + p^{(N)} \cdot \min(x_1^{(N)},x_2^{(N)}).$$

With respect to the values $p^{(j)}$, we are minimizing a linear function under linear constraints (equalities and inequalities). Geometrically, the set of all points that satisfy several linear constraints is a polytope. It is well known that to find the minimum of a linear function on a polytope, it is sufficient to consider its vertices (this idea is behind linear programming). In algebraic terms, a vertex can be characterized by the fact that for $N$ variables, $N$ of the original constrain are equalities. Thus, in our case, all but three probabilities $p^{(j)}$ must be equal to 0.

So, to find the smallest possible value of $E[x_1 \cdot x_2]$, it is sufficient to consider probability distributions that are located on $N \leq 3$ points $x^{(j)}$. We will prove that these points and the corresponding probabilities $p^{(j)}$ are the ones that lead to the formulas from the formulation of the theorem.

$N = 1$. If we have a probability distribution that is located on a single point $x$, then, since we know $E[x_1] = E_1$ and $E[x_2] = E_2$, this point has to be $x = (E_1, E_2)$. For this point, $\min(x_1, x_2) = \min(E_1, E_2)$.

$N > 1$. Let us now consider the case when the probability distribution is located on at least two points.

We start with the first point $x_1^{(1)}$. For this first point, the minimum $\min(x_1^{(1)}, x_2^{(1)})$ is equal either to $x_1^{(1)}$ or to $x_2^{(1)}$. We will consider the case when the minimum is equal to $x_1^{(1)}$, i.e., when $x_1^{(1)} \leq x_2^{(1)}$ (the proof for the second case is similar).

Let us now consider the second point. If for the second point $x_2^{(2)}$, we also have $x_1^{(2)} \leq x_2^{(2)}$, then we can replace both points $x_1^{(1)}$ and $x_2^{(2)}$ with a single point

$$x \overset{\text{def}}{=} \frac{p^{(1)}}{p^{(1)} + p^{(2)}} \cdot x_1^{(1)} + \frac{p^{(2)}}{p^{(1)} + p^{(2)}} \cdot x_2^{(2)}.$$
One can easily check that after this replacement, we have the same value of $E[x_1]$ and the same value of $E[x_2]$.

Also, from $x_1^{(1)} \leq x_2^{(1)}$ and $x_1^{(2)} \leq x_2^{(2)}$, we can conclude that $x_1 \leq x_2$, so $\min(x_1, x_2) = x_1$. Therefore, after this replacement, we have the same value of $E[\min(x_1, x_2)]$. In this case, we get a probability distribution with fewer points. If necessary, we can apply this replacement again and again until we arrive at the situation when this replacement is no longer possible, i.e., when either we are left with only one point $x^{(1)}$ (which will then be equal to $(E_1, E_2)$), or we will have $x_1^{(1)} < x_2^{(1)}$ and $x_1^{(2)} > x_2^{(2)}$. Thus, to find the smallest possible value $E$, it is sufficient to consider cases for which the order between $x_1$ and $x_2$ alternates: $x_1^{(1)} < x_2^{(1)}$ and $x_1^{(2)} > x_2^{(2)}$. Similarly, if we have the third point, it is sufficient to consider only cases when $x_1^{(3)} < x_2^{(3)}$.

These inequalities allow us to simplify the situation even further. Indeed, we know (since the distribution is highly positively correlated) that $x_2^{(1)} \leq x_2^{(2)}$. Let us show that strict inequality is impossible. Indeed, if $x_2^{(1)} < x_2^{(2)}$, we can replace both values $x_2^{(1)} \leq x_2^{(2)}$ by their average

$$x_2 \equiv \frac{p^{(1)}}{p^{(1)} + p^{(2)}} \cdot x_2^{(1)} + \frac{p^{(2)}}{p^{(1)} + p^{(2)}} \cdot x_2^{(2)}.$$  

In this replacement, we increase $x_2^{(1)}$ and decrease $x_2^{(2)}$.

After this replacement, the value $E[x_2]$ remains the same. The value $E[x_1]$ does not change - since we did not change the first components at all. The value $E[\min(x_1, x_2)]$ actually decreases:

- since we increased $x_2^{(1)}$, and we had $x_1^{(1)} < x_2^{(1)}$, the new value of $\min(x_1^{(1)}, x_2^{(2)})$ remains the same – equal to $x_1^{(1)}$;

- since we decreased $x_2^{(2)}$, and we had $x_1^{(2)} > x_2^{(2)}$, the new value of $\min(x_1^{(2)}, x_2^{(2)})$ is equal to the new value of $x_2^{(2)}$ – i.e., smaller than before;

- finally, the value of $\min(x_1^{(3)}, x_2^{(3)})$ does not change, because we did not change $x_1^{(3)}$ or $x_2^{(3)}$.

So, two terms in the sum $\sum p^{(j)} \cdot \min(x_1^{(j)}, x_2^{(j)})$ remain the same, one decreases – hence the entire sum decreases too.

Thus, if we are looking for the smallest possible value of $E$, it is sufficient to consider only cases when $x_2^{(1)} = x_2^{(2)}$. Let us consider separately the two cases: when the distribution is located on two points (i.e., when $N = 2$), and when the distribution is located on three points (i.e., $N = 3$).

$N = 2$. If we have only two points, the equality $x_2^{(1)} = x_2^{(2)}$ means the value $x_2$ is the same for both points. Therefore, the mathematical expectation $E[x_2] = E_2$
coincides with this value, hence, this value must be equal to $E_1$. Hence, for this case, $E[\min(x_1, x_2)] = E[\min(x_1, E_2)]$. Now, from the fact that minimum is a concave function, we can conclude that the smallest possible value of this expectation is when $x_1$ is located at the endpoints of the interval $x_1$. Thus, we get an expression presented in the formulation of Theorem 11.

$N = 3$. Let us now consider the case when we have three points. In this case, not only we have $x_2^{(1)} = x_2^{(2)}$, but, similarly, we can prove that it is sufficient to consider only cases when $x_1^{(2)} = x_1^{(3)}$.

In this case, the alternating inequalities take the form $x_1^{(1)} < x_2^{(1)} < x_1^{(2)} < x_2^{(3)}$, and the problem becomes as follows:

$$p^{(1)} \cdot x_1^{(1)} + p^{(2)} \cdot x_2^{(1)} + p^{(3)} \cdot x_1^{(2)} \rightarrow \text{min}$$

under the conditions

$$p^{(1)} + p^{(2)} + p^{(3)} = 1;$$

$$p^{(1)} \cdot x_1^{(1)} + p^{(2)} \cdot x_2^{(2)} + p^{(3)} \cdot x_1^{(2)} = E_1;$$

$$p^{(1)} \cdot x_2^{(1)} + p^{(2)} \cdot x_2^{(2)} + p^{(3)} \cdot x_2^{(3)} = E_2.$$

The last two conditions can be reformulated as follows:

$$p^{(1)} \cdot x_1^{(1)} + (p^{(2)} + p^{(3)}) \cdot x_1^{(2)} = E_1;$$

$$(p^{(1)} + p^{(2)}) \cdot x_2^{(1)} + p^{(3)} \cdot x_2^{(3)} = E_2.$$

The minimized expression differs from the expression for $E_1$ in only one term, so this expression can be represented as $E_1 - p^{(2)} \cdot (x_2^{(2)} - x_2^{(1)})$. Therefore, the values $p^{(2)}$ and $x^{(2)}$ minimize the desired expression if and only if they maximize the expression

$$p^{(2)} \cdot (x_2^{(2)} - x_2^{(1)}) \rightarrow \text{max}.$$

Let us use this representation to prove that $x_1^{(1)} = x_1$. Specifically, we will show that if $x_1^{(1)} > x_1$, then we can further decrease $E[\min(x_1, x_2)]$. Indeed, if $x_1^{(1)} > x_1$, this means that $x_1^{(1)}$ is strictly inside the interval $x_1$, and thus, when a real number $\Delta x$ is sufficiently small, the value $x_1^{(1)} + \Delta x$ is still within this interval. Let us show that by appropriately changing $p^{(1)}$ and $p^{(2)}$ and leaving all other variables intact, we can preserve $E[x_1]$ and $E[x_2]$ and decrease $E[\min(x_1, x_2)]$.

Indeed, if we change $p^{(1)}$ to a new value $p^{(1)} + \Delta p$, then, to preserve the sum of the probabilities, we must change $p^{(2)}$ to $p^{(2)} - \Delta p$. In this case, the sum $p^{(1)} + p^{(2)}$ remains the same, hence the equality containing $E_2$ remains valid. For the equality containing $E_1$ to remain valid, we must choose $\Delta p$
in such a way that the difference between the new and the old combinations
\( p^{(1)} \cdot x_1^{(1)} + (p^{(2)} + p^{(3)}) \cdot x_1^{(2)} \) is 0, i.e., that
\[
\Delta p = \frac{p^{(1)}}{x_1^{(2)} - x_1^{(1)}} + o(\Delta x).
\]
For this value, the change in \( p^{(2)} \cdot (x_1^{(2)} - x_1^{(1)}) \) is equal to \(-\Delta p \cdot (x_1^{(2)} - x_2^{(1)})\),
i.e., to:
\[
-\Delta x \cdot \frac{p^{(1)}}{x_1^{(2)} - x_1^{(1)}} \cdot (x_1^{(2)} - x_2^{(1)}) + o(\Delta x).
\]
For small \( \Delta x < 0 \), this value is positive, thus we further increase \( p_2 \cdot (x_1^{(2)} - x_2^{(1)})\),
hence decrease \( E[\min(x_1, x_2)] \). This proves that the minimum of \( E[\min(x_1, x_2)] \)
is attained when \( x_1^{(1)} = x_1 \).
Similarly, the minimum is attained when \( x_2^{(2)} = \mathfrak{x}_2 \). So, the problem becomes
as follows:
\[
p^{(1)} \cdot x_1 + p^{(2)} \cdot x_2 + p^{(3)} \cdot x_1 \rightarrow \min
\]
under the conditions
\[
\mathfrak{x}_1 < x_2^{(1)} < x_1^{(2)} < \mathfrak{x}_2,
\]
\[
p^{(1)} + p^{(2)} + p^{(3)} = 1;
\]
\[
p^{(1)} \cdot x_1 + (p^{(2)} + p^{(3)}) \cdot x_1^{(2)} = E_1;
\]
\[
(p^{(1)} + p^{(3)}) \cdot x_1^{(2)} + p^{(2)} \cdot \mathfrak{x}_2 = E_2.
\]
This is exactly the problem described in the formulation of Theorem 11 (the second problem from the formulation of Theorem 11 corresponds to the case when \( \min(x_1^{(1)}, x_2^{(1)}) = x_2^{(1)} \)). The theorem is proven.

**Proof of Theorem 12** is similar to the proof of Theorem 11.

**Proof of Theorems 13 and 14.** Let us first prove the result (Theorem 14) for the upper bound \( \overline{E} \). The formula for \( \overline{E} \) given in Theorem 1 can be simplified if we consider two cases: \( p_1 \leq p_2 \) and \( p_1 \geq p_2 \). Indeed:

- in the first case, when \( p_1 \leq p_2 \), we have:
  \[
  \mathcal{J}_x^p = p_1 \cdot \mathfrak{x}_1 \cdot \mathfrak{x}_2 + (p_2 - p_1) \cdot \mathfrak{x}_1 \cdot \mathfrak{x}_2 + (1 - p_2) \cdot \mathfrak{x}_1 \cdot \mathfrak{x}_2;
  \]
- in the second case, when \( p_1 \geq p_2 \), we have:
  \[
  \mathcal{J}_x^p = p_2 \cdot \mathfrak{x}_1 \cdot \mathfrak{x}_2 + (p_1 - p_2) \cdot \mathfrak{x}_1 \cdot \mathfrak{x}_2 + (1 - p_1) \cdot \mathfrak{x}_1 \cdot \mathfrak{x}_2.
  \]
To find the largest possible value $E$ of $E$, it is sufficient to consider the largest possible values for each of these cases, and then take the largest of the resulting two numbers.

In each case, for a fixed $p_2$, the formula is linear in $p_1$. To find the maximum of a linear function on an interval, it is sufficient to consider this interval's endpoints. Thus, the maximum in $p_1$ is attained when either $p_1$ attains its smallest possible value $p_1^1$, or when $p_2$ attains the largest possible value within this case; depending on $p_2$, this value is either $p_1 = \overline{p}_1$ or $p_1 = p_2$.

Thus, to find the maximum for each case, it is sufficient to consider only the following cases: $p_1 = p_2$, $p_1 = \overline{p}_1$, and $p_1 = p_2$. Similarly, it is sufficient to consider only the following cases for $p_2$: $p_2 = p_2$, $p_2 = \overline{p}_2$, and $p_1 = p_2$.

When $p_1 \neq p_2$, we therefore have one of the first four cases described in Theorem 14. The case $p_1 = p_2$ is possible only when the intervals $p_1$ and $p_2$ of possible values of $p_1$ and $p_2$ have a common point: $p_1 \cap p_2 \neq \emptyset$ (i.e., when $\max(p_1, p_2) \leq \min(\overline{p}_1, \overline{p}_2)$). In this case, the probability $p_1 = p_2$ can take all possible values from the intersection

$$p_1 \cap p_2 = [\max(p_1, p_2), \min(\overline{p}_1, \overline{p}_2)]$$

of the intervals $p_1$ and $p_2$. In case $p_1 = p_2$, the formula for $f^u_x$ can be further simplified:

$$f^u_x = p_2 \cdot x_1 \cdot x_2 + (1 - p_2) \cdot x_1 \cdot x_2.$$

This formula is linear in $p_1$, so to find its maximum, it is sufficient to consider the endpoints of the interval $p_1 \cap p_2$, i.e., the values $p_1 = p_2 = \max(p_1, p_2)$ and $p_1 = p_2 = \min(\overline{p}_1, \overline{p}_2)$ – the remaining cases from Theorem 13. For $E$, the statement is proven.

Let us now prove Theorem 13 – for the lower bound $E$. The formula for $E$ given in Theorem 1 can be simplified if we consider two cases: $p_1 + p_2 \leq 1$ and $p_1 + p_2 \geq 1$:

- in the first case, when $p_1 + p_2 \leq 1$, we have:

  $$f^l_x = p_1 \cdot x_1 \cdot x_2 + p_2 \cdot x_1 \cdot x_2 + (1 - p_1 - p_2) \cdot x_1 \cdot x_2;$$

- in the second case, when $p_1 + p_2 \geq 1$, we have:

  $$f^l_x = (p_1 + p_2 - 1) \cdot x_1 \cdot x_2 + (1 - p_2) \cdot x_1 \cdot x_2 + (1 - p_1) \cdot x_1 \cdot x_2.$$

To find the smallest possible value $E$ of $E$, it is sufficient to consider the smallest possible values for each of these cases, and then take the smallest of the resulting two numbers.

In each case, for a fixed $p_2$, the formula is linear in $p_1$. To find the maximum of a linear function on an interval, it is sufficient to consider this interval's
endpoints. Thus, the maximum in \( p_1 \) is attained when either \( p_1 \) attains its smallest possible value \( p_1' \), or when \( p_1 \) attains the largest possible value within this case; depending on \( p_2 \), this value is either \( p_1 = \overline{p}_1 \) or \( p_1 = 1 - p_2 \).

Thus, to find the minimum for each case, it is sufficient to consider only the following cases: \( p_1 = p_1' \), \( p_1 = \overline{p}_1 \), and \( p_1 = 1 - p_2 \). Similarly, it is sufficient to consider only the following cases for \( p_2 \): \( p_2 = p_2' \), \( p_2 = \overline{p}_2 \), and \( p_2 = 1 - p_1 \) (the last case is equivalent to \( p_1 = 1 - p_2 \)).

When \( p_1 \neq 1 - p_2 \), we therefore have one of the first four cases described in Theorem 13. The case \( p_1 = 1 - p_2 \) (i.e., \( p_1 + p_2 = 1 \)) is possible only when the number 1 belongs to the sum \( p_1 + p_2 \) of the intervals \( p_1 \) and \( p_2 \), i.e., when \( \overline{p}_1 + \overline{p}_2 \leq 1 \leq \overline{p}_1 + \overline{p}_2 \). In this case, the probability \( p_1 = 1 - p_2 \) can take all possible values from the intersection

\[
p_1 \cap (1 - p_2) = [\max(p_1', 1 - p_2'), \min(p_1, 1 - p_2)]
\]

of the intervals \( p_1 \) and \( 1 - p_2 \). For \( p_1 = 1 - p_2 \), the formula for \( f_1^n \) is linear in \( p_1 \), so to find its minimum, it is sufficient to consider the endpoints of the interval \( p_1 \cap (1 - p_2) \), i.e., the values \( p_1 = 1 - p_2 = \max(p_1', 1 - p_2') \) and \( p_1 = 1 - p_2 = \min(p_1, 1 - p_2) \) - the remaining two cases from Theorem 13. Theorem 13 is proven as well: Q.E.D.

**Proof of Theorem 15.** For each value \( E_1 \in [E_1, \overline{E}_1] \), possible values of \( E[1/x_1] \) are described by Theorem 4.

In particular, for each \( E_1 \), the lower bound is equal to \( 1/E_1 \). To find the lower bound \( E \) among all \( E_1 \in E_1 \), we must therefore find the smallest of the lower bounds \( 1/E_1 \) when \( E_1 \in E_1 \). This smallest value is clearly attained when \( E_1 \) is the largest possible \( E_1 = \overline{E}_1 \), so the desired lower bound is equal to \( 1/\overline{E}_1 \).

Similarly, for each \( E_1 \), the upper bound is equal to

\[
\frac{p_1}{\overline{E}_1} + \frac{1 - p_1}{\underline{E}_1} = p_1 \cdot \left( \frac{1}{\overline{E}_1} - \frac{1}{\underline{E}_1} \right) + \frac{1}{\underline{E}_1}.
\]

To find the upper bound \( E \) among all \( E_1 \in E_1 \), we must therefore find the largest of the upper bounds when \( E_1 \in E_1 \). Since the coefficient at \( p_1 \) is negative, this largest value is clearly attained when \( p_1 \) is the smallest possible \( p_1 = p_1' \), so the desired upper bound is exactly as in the formulation of Theorem 15. Q.E.D.

**Proof of Theorem 16.** According to Theorem 5, for each \( E_1 \in E_1 \) and \( E_2 \in E_2 \), we have \( \int_{\text{min}}^E(E_1, E_2) = \min(E_1, E_2) \). This function is non-decreasing in each of the variables hence its largest possible value is attained when \( E_1 = \overline{E}_1 \) and \( E_2 = \overline{E}_2 \). The resulting value \( \min(\overline{E}_1, \overline{E}_2) \) is exactly the bound described in the formulation of Theorem 16.

For each \( E_1 \in E_1 \), the corresponding lower bound is described by Theorem 5. To find the smallest possible value of this bound for all \( p_i \in p_i \), let us simplify the above expression by gathering together terms proportional to \( p_i \). As a
result, we get the following expression:

\[
\begin{align*}
    p_1 \cdot p_2 & \cdot \left[ \min(\mathcal{I}_1, \mathcal{I}_2) - \min(\mathcal{I}_1, \mathcal{I}_3) \right] + \\
    p_1 \cdot (1 - p_2) & \cdot \left[ \min(\mathcal{I}_1, \mathcal{I}_2) - \min(\mathcal{I}_1, \mathcal{I}_3) \right] + \\
    p_2 \cdot \min(\mathcal{I}_1, \mathcal{I}_2) + (1 - p_2) & \cdot \min(\mathcal{I}_1, \mathcal{I}_3).
\end{align*}
\]

From \( \mathcal{I}_1 \geq \mathcal{I}_1 \), we conclude that \( \min(\mathcal{I}_1, \mathcal{I}_2) \geq \min(\mathcal{I}_1, \mathcal{I}_3) \) and therefore, the coefficient at \( p_1 \cdot p_2 \) is non-negative. Similarly, the coefficient at \( p_1 \cdot (1 - p_2) \) is non-negative. Thus, when we fix \( p_2 \), the above expression becomes a non-decreasing linear function of \( p_1 \). Since this expression is non-decreasing, its minimum is attained when \( p_1 \) takes the smallest possible value \( p_1 = p_1^* \). Similarly, we can prove that the minimum is attained when \( p_2 \) takes the smallest possible value \( p_2 = p_2^* \). Thus, the minimum is attained when \( p_1 = p_1^* \) and \( p_2 = p_2^* \). For these \( p_1 \) and \( p_2 \), the resulting bound is exactly what we formulated in Theorem 16.

Q.E.D.

**Proof of Theorem 17** is similar to the proof of Theorem 16.

**Proof of Theorems 18 and 19.** In both cases, one bound is the simple minimum or maximum of \( E_i \), and other bound is described by a complex expression.

- For the easy min (max) bound, the proof is similar to the proof of Theorems 16 and 17.

- For the more complex bound, the dependence on \( p_1 \) and \( p_2 \) is similar to the dependence that we used in the proof of Theorems 13 and 14. So our result that it is sufficient to consider six possible pairs \( (p_1, p_2) \) to find the minimum (maximum) is true here as well.

**Proof of Theorems 20–23** is similar to the proof of Theorem 9.

**Proof of Theorem 24.** For fixed \( E_i \in \mathcal{E}_i \), the fact that it is sufficient to consider only distributions concentrated on \( \leq (n + 1) \) points can be proven similarly to the proof of Theorem 11. The range of \( E \) corresponding to non-degenerate \( \mathcal{E}_i \) is the union of the ranges corresponding to different \( E_i \in \mathcal{E}_i \), so both the upper and the lower endpoints for this range correspond to some \( E_i \in \mathcal{E}_i \) and thus, to some distributions concentrated on \( \leq (n + 1) \) points.

**Proof of Theorem 25** is similar to the proof of Theorem 24:

- The optimized function is linear with respect to each of \( n \) probability distributions.

- For each of these distributions, there are only two constraints: that the sum of probabilities is 1, and that the mathematical expectation is \( E_i \).

- So, similarly to the proof of Theorem 11, it is sufficient to consider only distributions concentrated on no more than 2 points.
Let us denote the smallest of these two points by $x_i^-$ and the largest by $x_i^+$. The corresponding probabilities will be denoted by $p_i^-$ and $p_i^+ = 1 - p_i^-$. Then, we get the desired formulas.

**Proof of Theorems 26–29** is similar to the proofs of Theorems 4 and 5.

**Proof of Theorems 30 and 31** is similar to the proof of Theorem 24.