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Abstract

The fundamental understanding of turbulent premixed combustion has taken place as one of the major research topics of interest in industry thanks to advancements in kHz level laser diagnostics such as in Particle Image Velocimetry (PIV) and Planar Laser Induced Fluorescence (PLIF). Because of said advancements in this technology researchers and the scientific community are now able to expand their understanding of flame studies at high turbulence conditions to acquire a better understanding, and improve models used in turbine design, scram/ram jets, rocket engines, and emissions control. This surge of new technologies has made this topic a high priority one for The Air Force Office of Scientific Research (AFSOR). While there have been many studies aiming to provide useful data in this research field, there are still many uncertainties associated with the fundamentals of turbulent pre-mixed combustion, especially at the conditions investigated in this study ($\text{Re}_T>>1, \text{Da} \geq 1, \text{Ka} > 1, \text{u}/S_L >> 1, \delta_L/\eta > 1$). As of today designers rely on the design-test-modify method, which is not only time consuming but also expensive. It is because of this that the research community is searching for a reliable and effective numerical model in order to design next generation combustors. The models used in this application need a detailed experimental analysis of the fundamentals of turbulent flame structure and a wide range of experimental data in order to be valid the design models, but few studies at these flame conditions are available making this the main drive for this work. The main goal of this study is to establish the limits and capabilities to reach different flame regime boundaries under Mach Number ($M$)$>.3$ and ($\text{Re}_t$)$>10^3$ of CH$_4$–air premixed flames, of a backward facing step combustor. This study provides the global characteristics of a backward facing step high intensity turbulent flows through high speed flow visualization. It also determines the capability of the experimental setup to reach the thickened flame regime, while generating the components of the flow’s turbulent intensity and
turbulent kinetic energy.
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Chapter 1: Introduction

The fundamental understanding of turbulent premixed combustion has taken place as one of the major research topics of interest in the industry thanks to advancements in the kHz level laser diagnostics such as in Particle Image Velocimetry (PIV) and Planar Laser Induced Fluorescence (PLIF). Because of said advancements in this technology researchers and the scientific community are now able to expand their understanding of flame studies at high turbulence conditions to acquire a better understanding, and improve models used in turbine design, scram/ram jets, rocket engines, and emissions control. This surge of new technologies has made this topic a high priority one for The Army Research Office (ARO). While there have been many studies aiming to provide useful data in this research field, there are still many uncertainties associated with the fundamentals of turbulent pre-mixed combustion, especially at the conditions investigated in this study ($Re_T >> 1$, $Da_1 > 1$, $Ka > 1$, $u'/S_L >> 1$, $\delta_L/\eta > 1$). As of today designers rely on the design-test-modify method, which is not only time consuming but also expensive. It is because of this that the research community is searching for a reliable and effective numerical model in order to design next generation combustors. The models used in this application need a detailed experimental analysis of the fundamentals of turbulent flame structure and a wide range of experimental data in order to be valid the design models, but few studies at these flame conditions are available making this the main drive for this work.

The development of high repetition rate laser diagnostic techniques such as (PIV) and (LIF) enable the study of turbulent flow and turbulent combustion to a level that was not available before. Unlike other techniques readily available, these non-intrusive techniques provide a way to study high-speed flows with minimal disturbance to the flow field. A safe and reliable combustion
system capable of providing the desired high-turbulent flows needed has been developed in order to:

- Study global characteristics of backward-facing, step stabilized premixed flames in compressible and high turbulence flow using high speed flow visualization techniques

- Study flow-field and flame characteristics using Time Resolved Stereo Particle Image Velocimetry (TR-PIV) and OH/CH Planar Laser Induced Fluorescence (PLIF) Imaging

The main goal of this study is to utilize previous studies made and establish the limits of flame regime boundaries under Mach Number \((M) > 0.3\) and \((Re_t) > 10^3\) of \(CH_4 – \) air premixed flames. The study will also investigate flame characteristics and its effect on the flow field by means of PIV and high-speed visualization techniques.

1.1 Objective

The Center for Space Exploration and Technology Research (cSETR) at the University of Texas at El Paso specializes in propulsion and combustion research. Of the many instruments available in the center, is a 10 kHz Particle Image Velocimetry (PIV) and a 3 kHz Planar Laser Induced Fluorescence (PLIF) system. The facility also has 3 kHz high speed imaging system and a compressor system, capable of providing the airflow needed to reach the desired flow conditions. The studies conducted in this work are experiments supported by the Army Research Office (ARO) and a collaboration with Princeton University. The main overall objectives of this project are proposed as following:
- To study the global characteristics of a backward facing step high intensity turbulent flow using high speed flow visualization technology.

- To study flow and determine the flame zone characteristics using Time Resolved Particle Image Velocimetry (TR-PIV)

- To generate components of turbulent intensity and turbulent kinetic energy.

- To define the effects of bulk velocity parameters, turbulence parameters and recirculation zone characteristics that affect flame location, shape, fluctuation, reaction zone and local displacement speed.

The goal of the presented work is to utilize previous studies made and establish the limits of flame regime boundaries under Mach Number (M) > 0.3 and \((\text{Re}_t) > 10^3\) of \(\text{CH}_4\) – air premixed flames using the Borghi-Peters diagram as a guideline. This study will generate the components of turbulent intensity and turbulent kinetic energy and define the effects of bulk velocity parameters, turbulence parameters, and recirculation zone characteristics that influence flame behaviors.
Chapter 2: Theory and Literature Review

In order to achieve the objective of the proposed work, and to fully characterize the turbulent flow that occurs during experimentation, it becomes necessary to provide a thorough literature review along with the theories being utilized to accomplish this.

2.1 Flow Over Backward Facing Step

The flow over a backward facing step is a well-studied phenomenon in fluid mechanics, and its flow characteristics are used in this study to stabilize a highly turbulent flame, by using the low velocity zone, or recirculating zone, formed at the onset of the step. Extensive experimental and numerical work has been done on backward facing step flow problems, and due to its geometric simplicity this problem has been used for numerical validation for computational fluid dynamics (CFD) [1]. Biswas et al [2] and Armaly et al [3] have conducted extensive studies on flow over the backward facing step geometry both, experimentally and numerically. These studies helped the understanding of this phenomenon under high velocity flows that generate a much more turbulent flow conditions. Yuan and So [4] conducted a more detailed study where more characterization parameters in simple flow over this geometry were used. With an inlet velocity of $U_\infty$ and an entry length of $h$ followed by a flow expansion to a length of $H$, the fluid behavior when going through this geometry is depicted in Figure 2.1 where the different flow structures can be identified. For the present study, the ones of interest include the recirculation region, used as flame anchoring mechanism, and the separation shear layer, which strongly influences flame behavior.
Figure 2.1: Schematic of different separation zones in a backward facing step [2]

For the present study, CFD analysis has been conducted in a previous work [5] in order to characterize and attempt to predict the flow structures present in the combustor design (recirculation, reattachment length, length scales, etc). Figure 2.2 shows the validation of the data in a 2D backward facing step channel with an expansion ratio of 2:1 by using the separation length with respect to Reynolds number. It is seen how the “CFD Project” compares to results acquired by other researchers with a good match. The experimental geometry and boundary conditions can be found in more detail here, [5].

Figure 2.2: CFD result validation with experimental data [5]
2.2 Turbulent Flow

In fluid mechanics, a turbulent flow is characteristic of its unpredictability, unsteadiness, and chaotic nature. It is often found in engineering applications and it is of particular interest in combustion applications since it allows for a better mixing environment for the reactants. This important transport characteristic of turbulent flows is well demonstrated by Osborne Reynolds [6]. In this study dye is injected onto the centerline of a pipe where water is flowing through. Reynolds later established a single non-dimensionalized flow parameter known as the Reynolds number (Re) [7]. This parameter presents the ratios of the inertial forces to the viscous forces and its defined as

\[ Re = \frac{UL}{\nu} \]  

(2.1)

where U is the fluid velocity, L is the characteristic length, and \( \nu \) is the kinematic viscosity. By using this non-dimensionalized parameter a flow can be characterized under the laminar, transitional, or turbulent range as shown in table 2.1

<table>
<thead>
<tr>
<th>Fluid Characterization</th>
<th>Reynolds Number Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Laminar</td>
<td>( Re \leq 2300 )</td>
</tr>
<tr>
<td>Transitional</td>
<td>( 2300 &lt; Re &lt; 4000 )</td>
</tr>
<tr>
<td>Turbulent</td>
<td>( Re \geq 4000 )</td>
</tr>
</tbody>
</table>
The effectiveness of turbulence to transport and mixing is the main reason why this flow is highly desirable in some common engineering applications. As mentioned previously, in a combustion application the efficiency of heat and mass transfer, combustion and chemical reactions depend on the mixing process where turbulence plays a significant role, a rapid and efficient reactant mixture the combustion process also allows for lower pollutant emissions.

2.2.1 **Statistical Description**

The characteristics and different aspects that describe a turbulent flow are described in through detail by the work of Pope [8]. In his work Pope describes how turbulent flows show a nonlinear behavior since the velocity field, \( U(x,t) \), is random and unpredictable along with the fluctuations in temperature and pressure. Figure 2.3 presents a point measurement plot of velocity with respect to time of a turbulent flow.

![Figure 2.3: Variation in velocity during turbulent flow [8]](image)
In order to ease the calculations involved with turbulent flows, the local flow parameters are decomposed into a mean and a fluctuating component and are defined as

\[ u(t) = \bar{u} + u'(t) \]  \hspace{1cm} (2.2)

\[ u'(t) = u(t) - \bar{u} \]  \hspace{1cm} (2.3)

Where \( u(t) \) is the instantaneous velocity, \( \bar{u} \) is the mean velocity, and \( u'(t) \) is the velocity fluctuation term. Figure 2.4 helps illustrate how the instantaneous velocity is decomposed into these two components.

Figure 2.4: Average and fluctuation components of an instantaneous velocity measurement [8]

As seen in Figure 2.4, the velocity \( u \) varies randomly with respect to time. As a result, the Navier-Stokes equation cannot predict the velocity variability accurately. Due to this random variability in velocity, a probabilistic approach to solve turbulent flows is used. A more detailed discussion regarding turbulent flows can be found elsewhere [8]. The mean velocity \( \bar{u} \) can be
calculated by taking an average velocity measurement for a certain time interval that is much larger than the turbulent time scale [9]. From the velocity fluctuation, it is then possible to calculate the root mean square (R.M.S.) value of the turbulence component.

\[ u_{\text{rms}} = \text{sdev} (u'(t)) = \sqrt{\text{var} (u'(t))} = \sqrt{u'(t)^2} \]  

(2.4)

2.2.2 TURBULENT INTENSITY

The turbulent intensity is a parameter that helps define the turbulence level of a flow field and is commonly expressed as a percentage where a perfectly laminar flow has a turbulent intensity of 0% since the \( u_{\text{rms}} \) value would be 0. Turbulence intensity is defined as

\[ I = \frac{u_{\text{rms}}}{\bar{u}} \]  

(2.5)

Typical turbulence intensity of highly turbulent flow inside rotation machinery and inside complex geometries is around 5 to 20%.

2.2.3 TURBULENT KINETIC ENERGY

Turbulent kinetic energy (TKE) is a measurement of energy per unit mass due to the velocity of the flow. For a 3-dimensional flow field, if the R.M.S. of the velocity fluctuation of x, y and z direction are \( u_x'^2, u_y'^2 \) and \( u_z'^2 \) respectively, then the TKE can be calculated by eqn. 2.6.

\[ k = \frac{1}{2} u_i'u_i' = \frac{1}{2} \left( u_x'^2 + u_y'^2 + u_z'^2 \right) = \frac{3}{2} \bar{u'}^2 \]  

(2.6)
From this definition the turbulent kinetic energy of the flow can be calculated through the $u_{RMS}$ values [8].

### 2.2.4 **Turbulent Length Scale**

When analyzing a turbulent flow, the characterization of energy modes and length scales is crucial to generate a map of the flow field. The turbulent length scale, $l$, helps characterize a turbulent field by defining the size of eddies containing the largest amount of energy, which are the largest eddies. These large eddies having the largest amount of energy, loose their energy to smaller eddies within them, until the smallest eddies dissipate simply in the form of heat and due to viscous forces. The interactions between the large scale eddies and the small scale ones can be described by Kolmogrov’s hypothesis [10]. It is also referred to as the energy cascade principle depicted in Figure 2.5.

![Energy Cascade](image)

Figure 2.5: The “energy cascade’ proposed by Kolmogrov [10]
The energy dissipation starts at the largest scale $l$, and it is gradually lost until the smallest scale $\eta$ is reached. Once the energy reaches the dissipation of energy range, the smallest scales of length, time, and velocity can be calculated based on the viscosity of the fluid. The small scale parameters are defined as follows

\[ \eta = \left( \frac{\nu^3}{\varepsilon} \right)^{1/4} \]  
\[ t_\eta = \left( \frac{\nu}{\varepsilon} \right)^{1/2} \]  
\[ u_\eta = \left( \varepsilon \nu \right)^{1/4} \]  
\[ \varepsilon \equiv \frac{u_0^3}{L} \]

Where $\varepsilon$ represents the energy dissipation, which scales with the characteristic velocity $u_o$, and length scale. Equations 2.7 – 2.10 lets us see how the smallest scales are defined by kinematic viscosity and the energy dissipation rate. Using equation 2.8, we can find the time interval used to average the velocity and calculate the mean and fluctuating velocity components of the flow.

2.2.5 GRID INDUCED TURBULENCE

The use of a grid, or a perforated plate, to induce turbulence in a cross-flow is used widely and its different features have been studied previously [11]. By implementing this perforated plate, grid, to the flow path, causes the flow to become more turbulent. The use of a grid creates
homogeneous turbulence which increases with time by \( t = \frac{x}{U_0} \), and decreases along the \( x \)-direction relative to the point of injection while having an increase in the R.M.S. value along the \( x \)-direction 10% greater than the \( y \)-direction [8]. The behavior of this grid induced turbulence is analogous to freely evolving turbulence [12].

Isotropic-homogeneous turbulence is a property of certain turbulent flows and it is used to ease calculations. It assumes a flow is independent of orientation and position in space. This property implies that the average properties are independent of direction as shown in Figure 2.6.

![Figure 2.6: Statistically homogeneous isotropic turbulence [12]](image)

Isotropic-homogeneous turbulence can be assumed if rotation and buoyancy are not important and there is no mean flow, therefore
\[
\overline{u_1'^2} = \overline{u_2'^2} = \overline{u_3'^2} \quad (11)
\]
\[
\overline{u_i' u_j'} = 0 \quad (12)
\]

By having a grid generating homogeneous isotropic turbulence, there is a transition to fully developed turbulence at the point where the flow first encounters the grid, and as the flow progresses it starts to decay starting with the smallest scale eddies as presented in Figure 2.7.

Figure 2.7: Visual representation of grid induced turbulence in a duct [12]

### 2.3 Optical Diagnostics

Laser imaging techniques provide a non-intrusive way of measuring flow parameters, combustion characteristics, emissions and resolve for most of their individual components. Optical diagnostics began as early as the 1800’s, but were popularized in the early 20th century. Due to advancements in the technology, these techniques have been implemented to address problems that have been thought not possible due to lack in the needed laser power, firing rates, and cost.
Now these technologies are being used widely in turbulent combustion research [13]. There are a wide variety of imaging techniques and systems, and in the present study a PIV and LIF system are to be used. These systems are to be run separately, as well as simultaneously.

2.3.1 Particle Imaging Velocity (PIV)

Particle imaging velocimetry is a non-intrusive laser technique that allows the instantaneous velocity vector fields acquisition with good spatial resolution. Flow characteristics can be obtained using PIV, such as velocity vector fields, vorticity, strain and divergence of the flow, amongst many other. In order to be able to conduct a PIV experiment, three main components are required: a high-powered laser system, seeding particles or other flow tracer, and a high-speed CCD camera. These components provide researchers with experimental flexibility and allow for the application of a PIV analysis on a large variety of configurations. There have been significant developments in this technique [14 - 16] and it has become a powerful tool to study turbulent flows due to its flexibility, and the fact that the technique is non-intrusive, requiring only visual access to the area in question.

In order to acquire a velocity field, a particle displacement over a specified small finite separation of time, Δt is used. A correlation analysis s then used to extract the particle displacement Δx, and a first order velocity estimate is calculated as

\[ u = \frac{\Delta x}{\Delta t} \]  

(13)
where $\Delta x$ is the average displacement of the particle in the fluid over the time interval $\Delta t = t_2 - t_1$ [15]. The $t_1$ and $t_2$ can be recorded in the same frame or in separate frames. The success of the PIV imaging depends on the accurate coupling between the fluid and the particles. The number of particles per unit volume should be sufficiently low in order to preserve the original flow characteristics [17 - 18], but at the same time not too low as higher particle density increases the measurement’s resolution. Such dilute condition is expressed in inequality 14 where $d_p$ and $\rho_p$ are the particle diameter and density, respectively and $\mu$, $v_r$, $\delta_p$ are the fluid viscosity, average particle velocity and average distance between particles respectively.

$$\frac{\rho_p \pi d_p^4 v_r}{18 \pi \delta_p^3} < 1$$

(14)

Figure 2.8: Schematic of experimental arrangement for PIV [19].

It is important to note that the laser beam is transformed into a light sheet as to illuminate a plane of interest. The laser sheet illuminates the tracer particles; the camera then picks up the
particle’s light, and through software manipulation and post processing the flow is re-created. The image is then further post processed to extract the flow data from the image ensembles. It is very important to select the accurate particle size for a specific experimental setup. The size can be determined with the help of the Stokes number, \( \text{St}_{\text{PIV}} \) that is defined as \( \tau_s/\tau_{\text{PIV}} \) where \( \tau_s \) is the particle relaxation time and \( \tau_{\text{PIV}} \) is the small finite separation time between two observation or pulse separation time. In order to achieve negligible particle-fluid velocity difference over the pulse separation, \( \text{St}_{\text{PIV}} \) must be less than 1. Equation 15 represents the particle relaxation time. Moreover, the relative velocity error due to Brownian motion is shown in equation 16 where \( D \) is the diffusion coefficient, \( k \) is the Boltzman's constant, \( T \) is the absolute fluid temperature and \( u \) is the mean velocity of fluid [20].

\[
\tau_s = \frac{d_p^2 \rho_p}{18\mu} \quad (15)
\]

\[
\varepsilon_B = \frac{1}{u} \sqrt{\frac{2D}{\Delta t}}, \text{ where } D = \frac{kT}{3\pi\mu d_p} \quad (16)
\]

For the presented work a particle size of 1 micron made out of alumina were selected based on these parameters. The light plane is generated by a ‘15-1000 Dual power’ 527nm Neodymium-doped Yttrium Lithium Fluoride (Nd-YLF) laser with a pulse energy of 15mJ/pulse. The maximum power output of this laser is 100W and the pulse duration is 150ns/CW which is shown in the experimental setup section. This laser generated a 75mm wide 0.1mm thick light sheet which is guided by a 45\(^\circ\) angle of attack (AOA) line mirror into the laser sheet optics. The image plane is
captured by a 'Speed sense 9070' CCD camera with a frame rate of 10 kHz. The image plane is 73mm x 35mm in dimension or 598 x 288 pixel.

2.3.2 **Planar Laser Induced Fluorescence (PLIF)**

New advancements in laser diagnostics have led to the popularity in spectroscopy to analyze and measure the interaction between matter and light. The strength of this spectroscopy is measured as a function of wave length and optical frequency and is used to visualize selected molecules and radicals making it a popular selection for the study of combustion processes. As the name implies, when using the PLIF measuring technique a thin laser light sheet, which is usually tuned to excite the radicals/molecules of interest, is produced to illuminate a plane of the flame, this laser light causes the molecules to emit fluorescence radiation that can be then recorded using an Intensified Digital Camera (ICCD) which is usually accompanied with a band pass filter and an image intensifying unit to record select wavelengths.

There exist different types of lasers for different spectroscopy applications. Dye Lasers are a popular PLIF alternative due to their capability of being tunable to a wide range of wavelengths, particularly in the visible spectral range, near ultraviolet, and near infrared regions. As discussed earlier, in order to make the molecules/radicals of interest fluoresce, the molecules must be excited into a high energy level, and this is done using the laser source tuned to a wavelength that resonates between the excited state and a discrete lower state of the molecule. Figure 2.9 demonstrates a simplification of this technique.
From the figure it can be seen how the molecule is initially at a ground state. Once the laser energy is applied at a relevant wavelength, in the case of Figure 2.9 283 nm for the OH radical, the molecule is brought up to an excited state. Upon relaxation the molecule releases a fraction of the energy in the form of a photon, or light, which is what we call fluorescence light. Figure 2.9 b depicts how due to energy re-distribution the wavelength of fluorescence is shifted to a higher wavelength when compared to the absorption band.

PLIF has emerged as a popular combustion study technique due to its good temporal and spatial resolution, narrow line width, wavelength tunability, wide range of power options, and ultra-short pulse generation. It is of no surprise a popular tool to analyze and study reacting flows after its introduction in the early 80’s [21 - 22]. With advancements in laser technology and image capturing devices, PLIF has come a long way allowing scientists and engineers to analyze at a higher frequency rate, this translates to having the capabilities of this technique available to
analyze higher velocity phenomena, and has demonstrated the qualitative time-averaged imaging of concentration, temperature, pressure, and velocity [23].

In order to perform quantitative measurements of a given species using the PLIF technique, the absorption and emission wavelengths of that specific molecule, and the rate of radiative decay, responsible for the fluorescence signal must be known. For some radicals the excitation and detection wavelength ranges have been well studied and documented while others remain to be further investigated and validated. In a typical PLIF system, a UV laser beam is tuned to excite and start this molecular transition. Similar to PIV a set of cylindrical and spherical lenses are used to turn the laser beam into a sheet exciting the selected molecules. The fluorescence of the selected particles is recorded usually by an intensified digital camera coupled with a band-pass filter for recording of the selected wavelength. The spatial resolution of this technique depends on the pixel size of the detector array, the image magnification factor, the size of the beam, the depth of field, and the energy of the beam. A synchronizing box and a trigger mechanism are used to drive the laser pulses in synchrony with the camera while keeping a suitable gate duration.

The LIF signal is commonly used in combustion research to trace the flame front. In the present work a methane/air flame is used so it is important to trace radicals that appear in the flame front area of the flame (OH, CH, CH$_2$O, CHO). Due to its high concentration, the OH radical is widely used as a flame front tracer. In this work the OH PLIF imaging is performed by using a high-energy laser routed through a dye laser system to shift the 532 nm pump laser radiation down to the desired 283nm.
It is common practice to investigate the radical pool of a fuel/oxidant mixture to get a better idea of what the radicals present in the reaction would be, as well as to get a better insight as to which radicals could perform better as “flame front tracers”. Figure 2.10 presents the radical pool of the 1D methane/air combustion process.

Figure 2.10: 1D radical pool of a methane/air flame with normalized molar fraction with respect to the max of each species

The analysis was conducted utilizing a popular methane oxidation mechanism with CHEMKIN software (GRI Mech 3.0). From figure 2.10 it is possible to get a good idea of what radicals to expect, even under turbulent conditions. In this analysis we include the hydroxyl (OH), formaldehyde (CH₂O), and the CH radical. All these molecules are considered to be flame front tracers as they appear at the beginning of the flame front, and in the case of CH, appear only on the flame front thickness. It is also possible to understand what kind signal should one expect when conducting PLIF measurements of these molecules. From Figure 2.10 we can see that the OH
radical has a strong molar fraction concentration past the highest temperature point. This would mean that the OH molecule would be expected to have a strong signal not only at the beginning of the flame front, but past it into the combustion products region. Unlike the OH radical the CH radical can be expected to have a brief existence within the flame front, meaning that the CH would be considered to be a better flame front tracer than OH.

Using CHEMKING with GRI Mech 3.0 we can also study the effect different relevant parameters may have on the radical’s concentration as presented in Figure 2.11.

![Figure 2.11: Effects of unburnt gas temperature, equivalence ratio, and pressure on different species concentrations.](image)
In Figure 2.11 we investigate different parameters that can affect the concentrations of radicals of interest as flame front tracers. It is evident how the CH and CH$_2$O species remain relatively unchanged throughout the different conditions presented. It is also noted that they present a very small concentration throughout. It would then be expected that the CH and CH$_2$O spectral emissions to be weak, leading to a higher power rating on the light source being used.

We notice an increase in OH concentration as the equivalence ratio increases, a decrease in concentration as pressure increases and another increase as unburnt gas temperatures increases. The most important trend to notice is the considerably higher concentration OH has when compared with CH and CH$_2$O. Thanks to the high concentration at a wide range of conditions, OH is a popular species used to trace the flame front.

2.4 Combustion

Much like classifying flows using the Reynolds number, the work presented here has opted to classify the flames being studied using the Peters-Borghi Diagram. This diagram takes into account the turbulent nature of the flow and combines it with flame characteristics in order to define the flame regime.

Combustion is a rapid oxidation process generating heat or both, light and heat [24]. The flame is a three-dimensional thin reaction zone were a chemical reaction propagates through the unburned air-fuel mixture. This thin reaction zone, or flame, releases the heat caused by the chemical reactions happening within it, which in turn causes a rise of the temperature and pressure of the surrounding gas through diffusion and radiation, leading to the self-sustained nature of a flame. The combustion process can be characterized in two main types:
• Premixed combustion
• Non-premixed combustion

The main types of combustion are related to the state of “mixidness” the reactants are in, before entering the main reaction zone, or as it is known, the flame front. In the premixed combustion case the fuel and the oxidizer are mixed at the molecular level prior to entering the flame front. On the other hand, in a diffusion flame, the reaction occurs at the interface of the fuel and oxidizer and it is mainly driven by diffusion. Figure 2.12 illustrates the reaction rate with respect to the concentrations of fuel and oxidizer. A key difference between these two types of combustion is that in a diffusion type of flame the reaction and the mixing occur at the same time.

Figure 2.12: Concentration and temperature profile of a) premixed, b) diffusion flames [27]

For the present work, a premixed methane/air flame has been studied. Although the bulk products from hydrocarbon combustion result in carbon dioxide and water, the mechanisms that
lead to these products has been a topic of continuing research. In recent years researchers have been trying to describe combustion processes at the level of elementary chemical steps with detailed chemical kinetic mechanisms [25 - 32]. Some mechanisms contain thousands of elementary reaction stems with hundreds of different chemical intermediate species. For example, hydrogen combustion can be described utilizing 21 steps with 8 chemical species, combustion of carbon monoxide with 30 steps and 1 species, methane, methanol, ethane, ethylene, and acetylene combustion with 134 steps and 30 species, and propane, propene, allene, and propyne combustion with 177 steps and 37 species [33]. In order to avoid complexity, it is common practice to simplify the path of oxidation of hydrocarbons and only take into account the major contributors to its oxidation. In the case of methane the oxidation can be written as:

$$\text{CH}_4 \rightarrow \text{CH}_3 \rightarrow \text{CH}_2\text{O} \rightarrow \text{HCO} \rightarrow \text{CO} \rightarrow \text{CO}_2$$

The basic combustion process can be described by the fuel and the oxidizer, known as the reactants, undergoing a chemical process while releasing heat to form the products. When all the carbon atoms in the fuel are converted to carbon dioxide and all the hydrogen converted into water then the process is known to be stoichiometric, that is, there is just enough air in the mixture to react with the methane present as to have no excess air once the combustion process is complete. Figure 2.13 presents a simplified oxidation path for any hydrocarbon and air where $z$ is the stoichiometric coefficient of the oxidizer. This reaction yields five unknowns: $z$, $a$, $b$, $c$, and $d$. In the case of stoichiometric combustion, $d=0$ since there is no excess air left after the reaction takes place while the rest of the variables can be found by simply balancing the formula when $d=0$ yielding a balanced equation for stoichiometric methane/air combustion of:
\[ CH_4 + 2(O_2 + 3.76N_2) \rightarrow CO_2 + 2H_2O + 7.52N_2 \]

![Diagram of simplified hydrocarbon/air oxidation mechanism](image)

Figure 2.13: Simplified hydrocarbon/air oxidation mechanism

The variables may be found for any hydrocarbon if we set \( x = a, y = 2b, 2z = 2a + b \) and \( 3.76z = c \).

### 2.4.1 Premixed Laminar Flames

Now that a ground basis for combustion has been set, we may address one of the variables needed to define the flame regimes being generated, but first an introduction to the premixed laminar flames is provided. Friedman and Burke [34] identified two distinct zones in a premixed laminar flame, the preheat zone and the reaction zone. Figure 2.14 presents these two different zones of a laminar flame structure.
In Figure 2.14, it can be appreciated how the bulk of the heat release happens in the reaction zone by the high release of chemical energy and the high temperature gradient that happens in that zone. The reaction zone can be further divided into two sub-zones. The primary reaction zone where the fast chemistry happens causing a large temperature gradient giving rise to the self-propagating nature of the flame [35], and the secondary reaction zone where the slower chemical reactions take place dominated by three-body radical reactions.

### 2.4.2 Laminar Flame Speed ($S_L$)

As we have learned so far, the flame front is what makes up the flame, it is where the bulk of the chemical reaction takes place, and where the highest heat release takes place, giving rise to the self-propagating nature of a premixed laminar flame, therefore to characterize a flame we must pay close attention to the flame front. In order to characterize a laminar flame, or the laminar flame front, one needs to measure the laminar flame speed ($S_L$) and the flame thickness ($\delta$). Laminar
flame speed is defined as the speed at which an un-stretched laminar flame front will propagate through a quiescent mixture of unburnt reactants, and it varies depending on the fuel equivalence ratio, pressure, and the unburnt reactants temperature. The laminar flame speed phenomena has been studied extensively and the methane/air flame speed at different conditions is well documented. Figure 2.15 presents the flame speed of methane/air at atmospheric pressure [36 - 38].

![Figure 2.15: Laminar flame speed of methane/air at 298K and 1 atm pressure](image)

The effects of pressure and temperature have been extensively studied and it is well documented [40 - 46]. For the present work, the studies have been conducted at ambient temperature and pressure conditions. It can be seen how GRI Mech 3.0 exhibits a good agreement amongst different other researcher’s results. For this study the $S_L$ parameter is calculated using CHEMKIN software with GRI Mech 3.0.
2.4.3 Laminar Flame Thickness

Similarly, to laminar flame speed, laminar flame thickness $\delta_L$ is a parameter needed to define the flame regime acquired during experimentation. Like the laminar flame speed, laminar flame thickness has been extensively studied. For the presented work the laminar flame thickness has been calculated according to Gottgens, Mauss, and Peter’s study [47] along with CHEMKIN software. The flame thickness is calculated based on the steepest temperature gradient as presented on Figure 2.16 taken from [47].

![Figure 2.16: Illustration of the flame structure where delta x is the flame thickness, defined by the steepest tangent to the temperature profile [47]](image)

2.5 Flame Regimes

In order to describe the different flame regimes, similarly to how we describe fluid flow as being turbulent, transitional, or laminar, we utilize dimensionless numbers. The most commonly used are under the assumption of the thermal diffusivity being equal to the mass diffusivity
(Schmidt number Sc=1), and they are the turbulent Reynolds number \(\text{Re}_T\), the Damkohler number \(\text{Da}\), and the Karlovitz number \(\text{Ka}\) as defined by the set of equations 17.

\[
\text{Re}_T = \frac{u' L_T}{s_L \delta_L} ; \quad \text{Da} = \frac{L_T s_L}{u' \delta_L} ; \quad \text{Ka} = \left( \frac{L_T}{\delta_L} \right)^{-1/2} \left( \frac{u'}{s_L} \right)^{3/2}
\]  

(17)

Flames at a high turbulence Reynolds number are characterized as being highly fluctuating. The Damkohler number is the ratio between chemical time scales and turbulent time scales, and it determines which mechanisms dominate the flame propagation between chemistry and turbulence. The Karlovitz number relates the thickness of the reaction zone to the smallest scales of turbulent flow, and it can be used to measure the degree of flame stretch.

To characterize turbulent flames and its propagation, most theories rely on phenomenological reasoning and experimentations. The propagation properties of turbulent flames, unlike that of laminar ones, are also a function of flow parameters and the geometry of the combustor. There are various methods and theories that help define turbulent flame characteristics and a widely used diagram summarizing them and dividing them into different categories was proposed by Borghi, and later modified by Peters [48 - 49]. This flame regime diagram (Figure 2.17) characterizes the different flame regimes based on dimensionless parameters \(\text{Re}_T, \text{Da}, \text{Ka}\), turbulent parameters \(u', L_T\), and flame parameters \(S_L, \delta_L\). A summary of the different flame regimes described by the diagram is presented in Figure 18.
Figure 2.17: Flame regime diagram by Borghi and modified by Peters

<table>
<thead>
<tr>
<th>flame regime</th>
<th>Re&lt;sub&gt;T&lt;/sub&gt;</th>
<th>Da</th>
<th>Ka</th>
<th>u'/s&lt;sub&gt;L&lt;/sub&gt;</th>
<th>δ&lt;sub&gt;L&lt;/sub&gt;/η</th>
<th>graphical illustration of the flame front</th>
</tr>
</thead>
<tbody>
<tr>
<td>wrinkled flame</td>
<td>&gt; 1</td>
<td>&gt; 1</td>
<td>&lt; 1</td>
<td>&lt; 1</td>
<td>&lt; 1</td>
<td>![Graphical Illustration]</td>
</tr>
<tr>
<td>corrugated flame</td>
<td>&gt; 1</td>
<td>&gt; 1</td>
<td>&lt; 1</td>
<td>&gt; 1</td>
<td>&lt; 1</td>
<td>![Graphical Illustration]</td>
</tr>
<tr>
<td>thickened flame</td>
<td>&gt;&gt; 1</td>
<td>≥ 1</td>
<td>&gt; 1</td>
<td>&gt;&gt; 1</td>
<td>&gt; 1</td>
<td>![Graphical Illustration]</td>
</tr>
<tr>
<td>(thin reaction zones)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>distributed flame</td>
<td>&gt; 1</td>
<td>&lt; 1</td>
<td>&gt; 1</td>
<td>&gt; 1</td>
<td>&gt; 1</td>
<td>![Graphical Illustration]</td>
</tr>
<tr>
<td>(well-stirred reactor)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 2.18: Different flame regimes and the graphical illustrations of flame front characteristics [51]
2.5.1 **Wrinkled Flame Regime**

Delimited by the turbulent parameters presented in Figure 2.17, in the corrugated flame regime, the turbulent flame speed is much faster than the turbulent time scale, while the integral length scale is much larger than the flame thickness. This allows for the most energetic larger eddies in the flow to interact with the flame front causing it to become wrinkled.

2.5.2 **Corrugated Flame Regime**

When the turbulence intensity is higher than the flame speed, the flame speed is no longer able to damp out the energy from the turbulent flow reaching the flame front causing a break up of it. Breakup occurs due to the fact that $Ka<1$, this means that the flame thickness is still smaller than the smaller eddies found in the flow while the turbulence intensity has increased. This intense turbulence results in small flame pockets breaking up.

2.5.3 **Thickened Flame Regime**

The thickened flame regime or the thin reaction zone regime is characterized by $\frac{u'}{s_L} \gg 1$, $Re_T \gg 1$ and $Ka > 1$. Having a large Karlovitz number, entails that the smallest scale eddies, the Kolmogorov scale, is smaller than the flame thickness. Under these conditions the flame is no longer laminar and the small scale eddies are able to enter and stretch the flame front as postulated by Zimount [50] and explained by Borghi [51] and more recently by Peters [52]. Peters describes this thickened flame zone as highly stretched and divided into an inner sub-layer of some thickness, where the majority of the reactions take place, and a pre-heated zone. The stretching of the flame zone then leads to an increase in flame speed and thermal diffusion. The main purpose of this study
is to reach a thickened flame regime and investigate the flow’s turbulent characteristics pertaining
to the experimental setup and investigate the capabilities of the system. Presented in Figure 2.19,
the location of the flame regime on the Borghi-Peters diagram is presented. The results of this
study will also provide parameters needed to improve simulations of this flame regime.

![Borghi diagram showing thickened flame regime](image)

Figure 2.19: a) Thickened flame regime on the Borghi diagram

### 2.5.4 Distributed Flame Regime

The distributed flame regime, also referred to the well-stirred reactor flame regime is
categorized by $Da \gg 1$, $\frac{u'}{S_L} > 1$, $Re_T > 1$ and $Ka > 1$. Due to the high value of Damkholer
number, the mixing time scale is smaller than the chemical time scale, thus the combustion process
is controlled by the chemical kinetics and because of this the classical flame front does not exist.
This type of combustions is often used to investigate the effects of turbulence has on chemical
kinetics. Figure 2.20 shows the DNS of well-stirred reaction.
2.6 Laser Diagnostics in Turbulent Combustion Studies

Table 2.2 summarizes the extensive research that has been conducted on flame studies utilizing laser diagnostics [53 - 65]. The table provides a select amount of studies from 2005 to 2016, and provides the title of the research study along with relevant research goals that align to the interests of the presented work.
Table 2.2 A summary of relevant research to the presented work regarding laser diagnostics.

<table>
<thead>
<tr>
<th>Publication</th>
<th>Goal of the research</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simultaneous CH-OH PLIF and stereoscopic PIV measurements of turbulent premixed flames (2005)</td>
<td>Investigate local flame structures of turbulent premixed flames in the corrugated flame regime.</td>
</tr>
<tr>
<td>Simultaneous OH-PLIF and PIV measurements in a gas turbine model combustor (2008)</td>
<td>Stabilization mechanisms of swirl-stabilized flames</td>
</tr>
<tr>
<td>Simultaneous high-speed PIV and OH PLIF measurements and modal analysis for investigating flame-flow interaction in a low swirl flame (2012)</td>
<td>Investigation of flame/flow interactions in detail (laminar flamelet regime)</td>
</tr>
<tr>
<td>Premixed flame propagation in turbulent flow by means of stereoscopic PIV and dual plane OH-PLIF at sustained kHz repetition rates (2013)</td>
<td>Measure local three-dimensional displacement velocity of an unstabilized, freely propagating flames passing through a premixed flow of methane air</td>
</tr>
<tr>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>Flame front/turbulence interaction for syngas fuels in the thin reaction zone regime: turbulent and stretched laminar flame speeds at elevated pressures and temperatures (2013)</td>
<td>Experimentation of different fuels to characterize turbulent flame speeds and stretch laminar flame speeds in the thin reaction zone. Recirculation-stabilized flames were used</td>
</tr>
<tr>
<td>3 kHz PIV/OH-PLIF measurements in a gas turbine combustor at elevated pressure I.Boxx, C. Slabaugh, P. Kute, R.P. Lucht, W. Meier (2014)</td>
<td>Studied the feasibility of acquiring simultaneous PIV/OH-PLIF measurements at multi kHz rates (3kHz)</td>
</tr>
<tr>
<td>High-speed tomographic PIV and OH PLIF measurements in turbulent reactive flows Bruno Coriton, Adam M. Steinberg, Jonathan H. Frank (2014)</td>
<td>Demonstrate feasibility of high-speed tomographic PIV measurements at high kHz levels</td>
</tr>
<tr>
<td>Simultaneous 5kHz OH-PLIF/PIV for the study of turbulent combustion engine conditions (2015)</td>
<td>Reported on experimental challenges under high thermal loads at 5kHz</td>
</tr>
<tr>
<td>Title</td>
<td>Summary</td>
</tr>
<tr>
<td>---------------------------------------------------------------------</td>
<td>-------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Investigation on rapid consumption of fine scale unburned mixture islands in turbulent flame via 10 kHz simultaneous CH-OH PLIF and SPIV (2015)</td>
<td>Studied turbulent jet premixed flames on the corrugated flame regime</td>
</tr>
<tr>
<td>Characterization of multi-jet turbulent flames in cross flow using stereo-PIV and OH-PLIF Anthony Oswaldo Roque Ccacya, Luis Fernando Figueira da Silva (2015)</td>
<td>Study conducted to validate ground flares (smoke stacks) when flame liftoff and flame/surface interactions occur</td>
</tr>
<tr>
<td>Experimental study of the inverse diffusion flame using high repetition rate OH/acetone PLIF and PIV A.M. Elbaz, W.L. Roberts (2016)</td>
<td>Studied structure of methane inverse diffusion flames and its feasibility on domestic implementation</td>
</tr>
</tbody>
</table>

From Table 2.1, it can be seen that kHz level studies star making a more prominent appearance in 2013, and while there are studies conducted on the thin reaction flame regime, most studies land in the corrugated flame regime. It can also be appreciated the deep interest current research has on utilizing the laser technology to conduct flame and flow studies.

Based on the presented literature review, this study aims to contribute to the further understanding of the thin reaction flame regime by providing the critical values needed to evaluate the turbulence nature of the flow. An experimental setup has been built with the capability to reach the proposed flame regime at flowrates ranging from 9.5 to 102 m/s, or from Ma=.03 to .3, and is further discussed in the next chapter.
Chapter 3: Experimental Setup

3.1 System description

The design of the turbulent combustion system utilized for this work has been discussed previously [5]. As previously mentioned, the current system is to be operated with air and methane as reactants in order to study combustion at compressible flow rates (M > .3). The system requirements that drove the design of this system, can be seen in Table 3.1. The main combustor is shown in Figure 3.1, and consists of the following; combustion chamber, entrance and exhaust regions, mixing chamber, quartz windows, and modular backward-facing step. The other subsystems are discussed in detail in the following sections to provide an understanding behind the overall design of the high turbulent intensity system.

Table 3.1 System Requirements

<table>
<thead>
<tr>
<th>System</th>
<th>Requirement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Combustion chamber</td>
<td>Optically accessible</td>
</tr>
<tr>
<td></td>
<td>Grid turbulence generator</td>
</tr>
<tr>
<td></td>
<td>Changeable step size (variable dimension)</td>
</tr>
<tr>
<td></td>
<td>Max Pressure: 6 bar (87 psi)</td>
</tr>
<tr>
<td>Reactants</td>
<td>Air / CH4</td>
</tr>
<tr>
<td>Air</td>
<td>Pre-heated at 400-600 K (260 – 620 F)</td>
</tr>
<tr>
<td></td>
<td>Velocity Mach &gt; 0.3</td>
</tr>
<tr>
<td></td>
<td>Flow rate: Max at 0.4 kg/s</td>
</tr>
<tr>
<td>CH4</td>
<td>Flow rate: Variable (max 0.07 kg/s)</td>
</tr>
<tr>
<td>Inlet pressures</td>
<td>100 - 600 kPa (14 - 87 psi)</td>
</tr>
<tr>
<td>U’/S_L</td>
<td>5-10</td>
</tr>
<tr>
<td>L_T/δ</td>
<td>50-200</td>
</tr>
</tbody>
</table>
The design of the entrance and exhaust regions is based on a polynomial profile curve which allows for the entrance and exhaust of the combustor to follow a uniform ‘top hat’ velocity profile [66]. Extensive FEA and CFD modeling has been performed on this subsystem to validate the design and ensure it can meet the system requirements, while also maintaining the safety of those operating it. The FEA analyses were conducted under maximum chamber pressure of 6 bar and maximum temperature of 500K. Table 3.2 shows the subsystem components and their respective factor of safety (FOS), which shows that the probability of a failure mode to occur is at the windows, more specifically the top window. In order to address this, the thermal expansion is considered when choosing a gasket for the combustor windows and flanged unions. The chosen gasket material is a homogenous high temperature application graphite gasket sheet. This gasket material can withstand up to 6000K at a pressure of 10 bar, which is well above the maximum conditions the system will operate at. This gasket material also has a 40% compression ratio with 20% recovery factor, which offers the desired dimensions once thermal expansion is considered along the largest stainless steel to quartz interface. A perforated plate, or grid, is used to generate turbulence as described in Chapter 2. An exploded view depicting the combustor design is presented in Figure 3.1 and the placing of this grid is shown in Figure 3.2.

Table 3.2: Components in combustor and their factor of safety

<table>
<thead>
<tr>
<th>Component</th>
<th>FOS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Window (thinnest)</td>
<td>3.5</td>
</tr>
<tr>
<td>Entrance/Exhaust section</td>
<td>11.8</td>
</tr>
<tr>
<td>Grid</td>
<td>16.8</td>
</tr>
<tr>
<td>Combustor</td>
<td>12</td>
</tr>
</tbody>
</table>
Figure 3.1: Exploded model of the combustor subsystem and its components

Figure 3.2: Cross-sectional view of the combustor showing 2D plane used in simulations
The combustor design is meant to be fully modular as to investigate different geometrical configurations that might be of interest. The design can accommodate for variable window thicknesses, different step geometries, different entrance sections, and different perforated plate configurations.

The main air line consists of 1” 316 Stainless Steel tubing which draws air from a compressor that can operate at 190 scfm and 140 psig. This flow rate allows the experiments to be conducted at near compressible air conditions. Sizing, pressure, density, and Mach number calculations were carried out using compressible flow theory [67]. An overall schematic of the system can be seen in Figure 3.3. It also shows the pilot flame subsystem, which will serve as the ignition source for the flame in the combustor, in greater detail. This pilot flame subsystem operates using a hydrogen-air premixed flame integrated into the modular step. The pilot flame is ignited using performance sparkplugs with modified electrodes which cause the electric arcs to be at the top of the step surface. The sparkplugs are powered by a 12V automotive grade battery and controlled with automotive grade coils wired to a TTL 5V signal generator. The fuel gases are delivered to the combustor from k-bottles at a regulated pressure of 70 psig. The flow is controlled utilizing quarter turn manual valves, solenoid valves, and manual metering valves. A Bank of calibrated digital flow meters is used to measure the flow rate. The combustor has been designed as to have a cooling system incorporated with dynalene as the working fluid. The exhaust is also cooled down to room temperature before entering the facilities exhaust system.
Figure 3.3: Flow schematic of the combustion system and detailed pilot flame flow schematic
Figure 3.4: Combustion chamber showing location of pilot flame

Figure 3.5: Coil wiring diagram
3.2 Exhaust Design

The exhaust design was developed to meet the temperature requirement of exhaust gases not exceeding temperatures of 80 °C. The exhaust fan inside the laboratory has a suction capability of 230 SCFM, which is above our maximum operating conditions. The exhaust temperature of the air is assumed to be 800K at maximum operating conditions based on preliminary combustion modeling [5]. The exhaust cooling method consists of water spraying inside a non-oxidizing tank, which acts as a heat exchanger. The water is sprayed with the use of a commercially available nozzles, with a 90° full cone spray angle (Figure 3.6). The water supplied by the water connections in the laboratory is 17±3 gallons per minute (gpm), and the water pressure is 70±5 psi. The spray nozzle is designed to supply 13 gpm of water at a supply pressure of 70 psi, and consists of a 0.31” orifice diameter.

![Figure 3.6: Initial conceptual model of exhaust section with spray nozzle diagram](image)

Figure 3.6: Initial conceptual model of exhaust section with spray nozzle diagram
The analysis for the exhaust cooling was done both theoretically and computationally, employing equations of heat transfer, and a multi-phase model. In order to find the amount of water needed, a system of equations is used and includes the mass fraction of liquid water and steam. The equations are solved using the properties of water and steam, as well as the initial temperature of 800K such that:

$$\dot{Q}_{\text{exhaust}} = \dot{Q}_{\text{water}} + \dot{Q}_{\text{steam}}$$  \hspace{1cm} (3.1)

$$\left(\dot{m}c_p(T_h - T_o)\right)_{\text{exhaust}} = \left(\dot{m}_{\text{liquid}}c_p(T_o - T_{\text{water}})\right)_{\text{water}} + \left(\dot{m}c_p(T_{\text{vapor}} - T_{\text{water}}) + \dot{m}h\right)_{\text{steam}}$$  \hspace{1cm} (3.2)

$$\dot{m}_{\text{water}} = \dot{m}_{\text{liquid}} + \dot{m}_{\text{steam}}$$  \hspace{1cm} (3.3)

The computational model used the result of the mass of water from the previous equations at a temperature of 293K, and pressure of 70 psi. The total mass of the products of combustion at 800K and ambient pressure is used. A transient, multi-phase turbulent k-ε model was used to carry out the simulation with dimension of the spray nozzle and water tank as specified by the manufacturer. The model was run using ANSYS 14.1 Academic version with a total of 200000 elements. The results are shown in Figure 3.7, and the results of the computational temperature compared to the theoretical value are presented in Table 3.3. The minimum water flow rate required to cool the exhaust gas is 7.5 gpm, which is less than the maximum flow provided by the spray nozzle. A pump is used in order to drain the accumulated water out of the tank at a flow rate higher than the nozzle. A supplementary dilution line was also added to the exhaust in case an unburned mixture entered the exhaust.
Table 3.3: Comparison between theoretical and CFD results

<table>
<thead>
<tr>
<th>Theoretical exhaust temperature</th>
<th>CFD mean temperature</th>
</tr>
</thead>
<tbody>
<tr>
<td>333K</td>
<td>340K</td>
</tr>
</tbody>
</table>

Figure 3.7: Temperature contours in exhaust simulation

3.4 Combustion Chamber Cooling

As temperature rises inside the combustor during experimentation, the structural integrity of the combustor subsystem is compromised, and running time becomes an important issue, and as discussed previously, the windows present the main form of failure. To address the rising temperature of the combustor body and keep the thermal expansion from happening, a heat
exchanger was rerouted to flow coolant through the combustor. Figure 3.8 illustrates the conceptual and actual setup of the heat exchanger. Figure 3.9 shows additional information about the heat exchanger which can supply a cooling load of 200kW. Cooling channels were manufactured into the combustor. These cooling channels are 9.5” long, have a 0.5” diameter and there are 4 channels in total. These channels flow dynalene HC-10, a non-toxic coolant, at a rate of 5.6 – 10 gpm. The properties of this coolant are obtained from the manufacturer. The temperatures at different critical points in the combustor were calculated using equations for transient heat transfer on a convective surface [68]. These calculations are used with the log mean temperature difference method (LMTD) calculations associated with the coolant flow inside the combustor channels.

\[ \dot{q}_s(t) = h[T_\infty - T(0, t)] \]  

\[ \frac{T(x, t) - T_i}{T_\infty - T_i} = \text{erf}c\left(\frac{x}{2\sqrt{at}}\right) - \exp\left(\frac{hx}{k} + \frac{h^2at}{k^2}\right) \text{erf}c\left(\frac{x}{2\sqrt{at}} + \frac{hx}{k}\right) \]  

\[ \Delta T_{ln} = \frac{\Delta T_e - \Delta T_i}{\ln\left(\frac{\Delta T_e}{\Delta T_i}\right)} \]  

These equations were solved for different flow conditions inside the combustor and inside the cooling channels to find a relationship between the coolant and the temperature at certain thicknesses of the combustor walls. Equation 3.5 is also applied to the quartz windows in order to calculate the difference in thermal expansion of the stainless steel and quartz interfaces [69].

\[ \frac{\Delta L}{L_o} = \alpha \Delta T ; \quad \frac{\Delta A}{A_o} = 2\alpha \Delta T ; \quad \frac{\Delta V}{V_o} = 3\alpha \Delta T \]  
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Comparing the thermal expansion differences using the temperatures from Figure 3.10, the adequate gasket sizing was chosen to be 1/16” thickness.

Figure 3.8: CAD model of heat exchanger and dynalene tank (left) and physical setup (right)

Figure 3.9: Additional schematic of heat exchanger used for cooling
Using the thermal expansion of stainless steel and quartz with Figure 3.10, the determined allowable temperature is 125 °C. The allowable run time is doubled when the combustor is being cooled with the dynalene.

### 3.5 Control System

The control system setup was designed with two objectives in mind; to be able to control all the instrumentation manually as well as automatically through the use of LabVIEW with National Instruments PCI cards, and to be efficient and simple to operate and record data. In order to achieve this, all instrumentation was wired into a single station consisting of:

- Main control box with connector blocks attached which controls:
  - AC valves
- DC valves
- Manual emergency stops
- Spark plug ignition
- DC power supplies for valves and instrumentation (thermocouples, transducers)
- LabVIEW designated CPU for running automated sequences
- Signal generator for pilot flame ignition

The control box is shown in Figure 3.11 and the corresponding electrical schematic is shown in Figure 3.12. There are two separate manual emergency stops in the control system; one for all gas controlling valves, and one for water controlling valves. The control box also consists of a double pole-double throw (DPDT) switch which serves as a manual override in case of a CPU or software malfunction. The LabVIEW program consists of four Data Acquisition assists to accommodate for the different signal each type of instrumentation requires. Table 3.4 presents what each DAQ assist controls. The LabVIEW interface and block diagram are shown in Figure 3.13 and 3.14 respectively.

Table 3.2: DAC controlled instrumentation

<table>
<thead>
<tr>
<th>DAQ Assist</th>
<th>Instrumentation controlled/monitored</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Pressure transducers, flowmeters, and thermocouples</td>
</tr>
<tr>
<td>2</td>
<td>Air/methane line valves</td>
</tr>
<tr>
<td>3</td>
<td>Air and methane proportional control valves</td>
</tr>
<tr>
<td>4</td>
<td>Pilot flame valves</td>
</tr>
</tbody>
</table>
Figure 3.11: Main control box

Figure 3.12: Electrical schematic of main control box
Figure 3.13: LabVIEW control panel interface

Figure 3.14: DAQ assist block diagram
3.8 Test Setup Summary

To summarize, the system can be described using Table 3.5. The subsystems and their function are explained.

Table 3.3: A summarization of the subsystems that make up the high turbulent intensity system

<table>
<thead>
<tr>
<th>Subsystem</th>
<th>Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>Combustor</td>
<td>Provides optical access in order to employ flow diagnostic techniques and study the previously mentioned research topics</td>
</tr>
<tr>
<td>Main air line</td>
<td>Provides cold/preheated air to the combustor for premixed flame combustion</td>
</tr>
<tr>
<td>Pilot flame</td>
<td>Ignition source for the air and methane reactants inside the combustion chamber</td>
</tr>
<tr>
<td>Methane line</td>
<td>Provides methane to the combustor for premixed flame combustion</td>
</tr>
<tr>
<td>Exhaust</td>
<td>An exhaust which serves as an escape which cools the hot combustion products to a safe and acceptable temperature</td>
</tr>
<tr>
<td>Chamber cooling</td>
<td>Cools the combustor in order to prolong combustion run time for up to 13 minutes</td>
</tr>
<tr>
<td>Control system</td>
<td>Provides manual and automatic control of system instrumentation</td>
</tr>
<tr>
<td>PIV system</td>
<td>Laser diagnostics system used in the present work to characterize the turbulence scales of air at compressible conditions</td>
</tr>
<tr>
<td>------------</td>
<td>------------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>PLIF system</td>
<td>Laser diagnostics system that allows the analysis of flame front characteristics.</td>
</tr>
</tbody>
</table>

Now that an understanding of the experimental setup used has been provided, the approach used to conduct the measurements to achieve the goals of the work presented will be overviewed.
Chapter 4: Methodology

The present work focuses on the study of turbulent structures in the flow field at near compressible flow conditions. Figure 4.1 presents the schematic diagram pertaining to the setup used for the current work.

![Figure 4.1: A simplified flow schematic of the presented work taking Figure 3.3 as a base line](image)

A test matrix has been developed and different turbulence generators with different blockage ratios have been manufactured for testing. The selected hole diameters and blockage ratios will allow to conduct a study of the flow characteristics within the combustor and investigate the effects of hole diameter, blockage ratio, and flow rate on flow characteristics. Table 4.1 summarizes the test matrix utilized for this study, and Table 4.2 summarizes the turbulence generators utilized.
Table 4.1: Test matrix utilized for the presented work

<table>
<thead>
<tr>
<th>Bulk V (CFM)</th>
<th>Air V (CFM)</th>
<th>Bulk u (m/s)</th>
<th>Mix Re</th>
<th>Ma</th>
<th>Air Re</th>
</tr>
</thead>
<tbody>
<tr>
<td>13</td>
<td>12</td>
<td>10</td>
<td>15,000</td>
<td>.03</td>
<td>14,000</td>
</tr>
<tr>
<td>27</td>
<td>25</td>
<td>20</td>
<td>32,000</td>
<td>.06</td>
<td>30,000</td>
</tr>
<tr>
<td>54</td>
<td>50</td>
<td>39</td>
<td>64,000</td>
<td>.11</td>
<td>60,000</td>
</tr>
</tbody>
</table>

Table 4.2: Blockage ratio (BR), and hole diameter (HD) of the tested perforated plates

<table>
<thead>
<tr>
<th>Grid #</th>
<th>BR</th>
<th>HD (mm)</th>
<th>HD (in)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>48%</td>
<td>1.5</td>
<td>1/16</td>
</tr>
<tr>
<td>2</td>
<td>46%</td>
<td>3</td>
<td>1/8</td>
</tr>
<tr>
<td>3</td>
<td>63%</td>
<td>1.5</td>
<td>1/16</td>
</tr>
<tr>
<td>4</td>
<td>62%</td>
<td>3</td>
<td>1/8</td>
</tr>
</tbody>
</table>
As discussed previously on the experimental setup sections and the introduction, particle image velocimetry has been used to characterize the flow and generate the components of turbulent intensity and turbulent kinetic energy. Before the tests are conducted, the laser being utilized as a light source, and the high speed CCD cameras are synchronized utilizing a BNC 575-8 timer box. For the present work, the post processing and cross correlating algorithms used are the ones included in the Dantec Dynamics’ Dynamic Studio software.

In order to conduct the particle imaging velocimetry experiments, a ’15-1000 Dual Power’ Neodymium-doped Yttrium Lithium Fluoride (Nd-YLF) laser with a pulse energy of 15mJ was used. It is desired to have the light source perpendicular to the camera position, so the laser light enters the combustor from the top window. In order to achieve this the laser head is placed at an elevated position, and the light is re-directed at a 45\(^0\) into the laser sheet optics. After the beam travels through the optics a 1 mm x 52 mm x 25 mm laser sheet is generated as depicted in Figure 4.2.

![Figure 4.2: PIV beam path into the combustor and raised laser head](image-url)
This laser sheet will illuminate the 1-micron alumina particles utilized to trace the flow, injected far upstream to where the introduction of particles does not affect the cross-flow development. The particles are sent using dry air as a carrying medium and the flow is controlled using a manual and solenoid valve as presented in Figure 4.1. The light scattered by the particles is then captured with a Speed Sense 9070 CCD high speed camera with a frame rate of 10kHz with a resolution of 598x288 pixels or an interrogation area of 73 x 35 mm at 12 bits. The camera and the laser pulses are synchronized through BNC cables connected to a BNC-575-8 timer box. The software used to synchronize the devices and post process the data is Dantec Dynamics’ Dynamic Studio.

The main air line is controlled by three different valves. A quarter turn manual control valve is used to allow air to enter the main airline into the system from the compressor mentioned in chapter 3. The air passes through a 120 V AVCO E03/05 8P14 solenoid valve. After that the air flow is set using a manual valve. The flow is measured through an analog flow meter (Hedland variable area flowmeter) which has a flow measurement range of 25 – 250 scfm and a pressure range of 40 – 120 psi with ±2% accuracy. The location of the equipment on the main airline is presented in figure 4.1.

Figure 4.3 presents a typical PIV setup and the working steps taken from Dantec Dynamics’ website.
It can be seen in Figure 4.3 what the steps are to generate the velocity fields through PIV using the most basic definition of velocity, distance traveled divided by time. The flow is seeded with light scattering particles. A double pulsed laser is used to generate two different light pulses separated by a known difference in time. The laser beam is sent through a cylindrical lens generating a light sheet that illuminates a plane in the area of interest. The light from the laser reflects off the particles and is recorded by a high speed camera. The camera and the laser are both synchronized as to have the camera collect the two instances generated by the two laser pulses. The two images are then post processed and divided into subsections called interrogation areas. Each interrogation area is then analyzed using a cross-correlation algorithm in order to find the average direction in which the particles are moving in each interrogation area. The software does a cross-correlation in all the interrogation areas the total image is sub-divided into and a vector field is then acquired from it. Once the velocity vector field is acquired, the data can undergo
further post-processing to acquire vorticity, turbulence intensity, amongst many other different analyses.

In order to form a correlation between pixel values, and physical dimensions the setup has to be calibrated using a scale that is positioned where the laser sheet is. The Dynamic studio utilizes a scale factor that is used to determine the converting factor from pixel into metric units. This factor represents the magnification of the lens system, which calls for the need of the physical size of a pixel element, or pixel pitch. The formula is:

\[
\text{Dimension (mm/pixel) = Scale Factor (1/pixel) } \times \text{ Pixel Pitch (mm)}
\]

Figure 4.4 presents a sample image used to measure the scale factor for the work presented here.

![Figure 4.4: Sample image of a calibration target used to define the PIV scale factor](image)

From Figure 4.4, the “Origo” marker determines the location of the origin used to make the vector field map calculations, and denotes the (0,0) position of the coordinate system used. The position can be freely picked, for the presented work, the origin was set at the lower left corner of the image. Markers A and B determine the scale factor. The markers are positioned at identifiable positions in the image where a known distance is being captured by the camera within the field of
interest, or interrogation area. Precision of the calculated scale factor is proportional with the distance between reference marks of A and B. This translates to better PIV resolution with a large distance between the reference markers. A raw sample image of the seeded flow is presented in Figure 4.5.

Figure 4.5: Sample image of the seeded flow with the mill metric scale displayed. Red line outlines the step location and white lines delineates the light sheet location.

The main air line is controlled by three different valves. A quarter turn manual control valve is used to allow air to enter the main airline into the system from the compressor mentioned in chapter 3. The air passes through a 120 V AVCO E03/05 8P14 solenoid valve. After that the air flow is set using a manual valve. The flow is measured through an analog flow meter (Hedland variable area flowmeter) which has a flow measurement range of 25 – 250 scfm and a pressure range of 40 – 120 psi with ±2% accuracy. The location of the equipment on the main air line is presented in figure 4.1.
4.1 Particle Image Velocimetry (PIV)

This section is dedicated to go into detail regarding PIV as it is used extensively throughout the combustion community to characterize the flow of interest. Due to its non-intrusive nature, PIV is a robust and efficient way to define and identify the flow characteristics of interest. While PIV is a complicated flow measuring technique, the main variables that influence the accuracy of the measurement are described in detail here.

4.1.1 Seeding Particles

Particle image velocimetry or PIV, is a non-intrusive technique used to indirectly measure flow fields through the use of particles entrained in the flow of interest. The measurement’s indirect nature comes due to the fact that one is measuring the flow field by using the particles entrained in the flow and not the flow itself. The flow should be seeded with particles small enough to faithfully follow the flow, but large enough that they are able to refract the light from the light source that illuminates them [70].

A disadvantage of having solid particles as tracers, is that they must faithfully follow the flow and must generate the drag force needed to follow the fluid acceleration. Due to this reason, particle markers are a popular choice in PIV applications.

Durst [71] has calculated the optimum size of the seeding particles by solving equations of particle motion yielding the frequency response of particles of different sizes. The conclusions from Durst reveal that 1 μm particles are able to reach a frequency response of 10kHz while particles of 10 μm can reach frequency responses below 1kHz. For this work 1 μm particles are used as they are able to reach a frequency of the laser and camera frequency used of 10 kHz.
4.1.2 Laser Type

As discussed previously, there is a compromise when selecting seeding particle size. While smaller particles are better at faithfully following the flow, they are not good light scatters, and while larger particles are able to scatter light easily, they tend to lag behind the flow field’s accelerations resulting in the particles not being able to follow the flow faithfully. The laser light source used can alleviate this compromise.

When conducting a PIV measurement, the illumination source should provide powerful enough to enhance the particle’s ability to scatter light, and fast enough to be able to track the movement of the particles with enough resolution to provide accurate measurements. Because of these reasons the most popular choice for PIV applications are laser light sources. The Nd:YLF laser is amongst the most commonly used due to its high energy output, short pulse capabilities, and its light emission wavelength within the visible spectrum at 532 nm [72]. The “15-1000 Dual Power” laser is capable of providing the particles with enough laser power to have the 10kHz frequency response needed to address the highly turbulent nature of the flows encountered in the experimental setup.

4.1.3 Image Acquisition

The camera used for the work presented was a Phantom high speed camera v310, paired with a Nikon 60 mm lens. This camera uses a charged coupled device (CCD) which is comprised of 1280 x 800 matrix of metal-oxide semiconductor (MOS) elements. The light scattered by the particles is focused through the lens onto the CCD and a voltage is generated when the light hits
the MOS elements. The camera has a 12 bit resolution. The camera lens is also fitted with a 532 nm light filter to reduce background light noise as presented in Figure 4.6.

Figure 4.6: High speed camera used for the presented work

4.1.4 CROSS-CORRELATION

Cross-correlation is a computational technique used to determine how similar two signal samples are for a given spatial shift. When the signals in the interrogation area are apart by a small difference in time, the images will shift in proportion to their velocity, but remain relatively unchanged. The PIV technique then uses the first image offset in proportion to the true flow velocity which allows the interrogation regions within the two image maps to line up and correlate with one another. The shift in both recorded images and the shift that happens over a known amount of time corresponds to the measured velocity.
The cross-correlation function for two discretely sampled images of the same size \( f(j,j) \) and \( g(l,j) \) is defined by equation 5.1 [73]:

\[
\Phi_{lg}(m,n) = \sum_i \sum_j f(i,j) \times g(i + m, j + n) \tag{5.1}
\]

The cross-correlation function is a measure of how closely the two interrogation areas from both of the images captured correlate with one another when offset by a number of pixels \((m,n)\). The highest number of \( \Phi(m,n) \) is taken as the true correlation, and multiplied by the scale factor gives the direction in which, on average, the particles captured within the interrogation region are moving. As the maps need to be shifted by every possible value to determine the highest cross-correlation, a Fast Fourier Transform is used to reduce the computational power needed to post process the data.

### 4.2 PIV Post Processing Techniques

Now that the basic principles of how the PIV technique works has been covered, this section will describe what post processing was applied to the raw captured images to increase resolution, and condition the signal to give the most accurate vector maps possible.

#### 4.2.1 Image Balancing

In order to correct the light sheet non-uniformities that affect the outcome of the analysis process, an image balance was applied to the raw image ensemble. This process found as part of the Dynamic Studio software helps with post processing the velocity vector fields by providing a sharper image of the particle locations for a better spatial resolution. The two step process first generates an image balance map that consists of factors determined from an ensemble of images.
that is later applied to a set of images to correct for any strong light variations. Figure 4.7 presents the raw image, the image balance map and a sample of the image ensemble that has the image balance map applied to it.

![Figure 4.7: Raw image, image balance map, and light balanced image](image)

It can be seen in Figure 4.7 how after the image balance map is applied to the raw ensemble of images, a higher contrast is achieved and the location of particles is easily distinguished.

### 4.2.2 IMAGE MASKING

In order to black out areas that are not of interest like walls, and to better define the area of interest for the analysis, an image masking is applied. This Dynamic Studio option allows the user to mask out areas that generate random noise, such as strong light reflections, and walls, for the PIV analysis. For the work presented here a masking was used to take advantage of the Adaptive PIV post processing option of “Wall Windowing” to further reduce the generation of spurious vectors. A sample of the masked image is presented in Figure 4.8.
4.2.3 Adaptive PIV

The Dynamic Studio Adaptive PIV method is an automatic and adaptive method for calculating velocity vectors based on particle images. This method iteratively adjusts the size and shape of the individual interrogation areas in order to adapt to local seeding densities and flow gradients. This feature of this particular method comes in handy when trying to resolve the velocity vector field in the shear layer generated in the backward facing step used in the experimental setup. This method also includes options to apply window functions, frequency filtering as well as validation in the form of Universal Outlier Detection.

For the presented work, a window size of 16 x 16 was used with a window step size of 4 and a maximum grid size of 64 x 64. This means that the software will start off acquiring a correlation using the 64 x 64 interrogation size while subsequent iterations are allowed to reduce the interrogation size where particle density is high enough to justify it. This process can be
repeated until reaching a minimum grid size of 16 x 16. The grid step size defines the spacing between the positions of the interrogation sizes when analyzing the image ensemble and the number of interrogation areas in between the minimum and the maximum defined.

The "Wall Windowing" function is a unique feature to adaptive PIV and it is used in the presented work. This function helps mitigate wall bias. Wall bias is derived due to the nature of how cross-correlation is carried out throughout the image ensemble. There are instances where the interrogation size extends past a wall, velocities and displacement of particles are biased by particles far from the walls that are generally moving faster than those closer to the wall. Wall windowing attempts to mitigate this effect by masking also the particles far from the wall, so remaining particles are symmetrically distributed around the center of the interrogation area.

In order to mitigate outliers from disturbing the iterations and velocity measurements, a peak validation was applied to the correlation. The validation is further supported with a Universal Outlier Detection algorithm which compares each vector being generated to its neighbors.

The adaptive nature of the Adaptive PIV comes very useful in the presented application due to the large velocity gradients present at the shear layer formed at the step edge of the experimental setup. The adaptivity of the PIV was set as to apply it based on particle density on the interrogation size with a particle detection limit of 5 and a desired number of particles of 10 on the interrogation area. The adaptivity of the velocity gradients was also applied with an absolute magnitude of the gradients of 0.1 and a second combined effect of all gradients of 0.2. Figure 4.9
presents a sample image at 12CFM, 70 psi. The color scale depicts the velocity going from 0 to 15 m/s.

![Sample PIV vector map of Grid 1 at 12CFM 70psi](image)

**Figure 4.9: Sample PIV vector map of Grid 1 at 12CFM 70psi**

Once the vector field map has been acquired it can be further analyzed to extract derived information from it.

The vector statistics tool allows for the calculation of statistics from the multiple vector maps acquired during post processing. While the graphical representation of the vector statistic map appears as the average vector field map, many additional statistical results are calculated as well. Another important tool utilized in this work is the scalar map tool. This function is used for on-screen display of a number of data types. Figure 4.10 presents the turbulence intensity scalar map derived from the results presented in Figure 4.9.
Figure 4.10: Sample turbulence intensity scalar map of Grid 1 at 12CFM 70psi

From Figure 4.10 it can be seen how the highest turbulence intensity is located in the recirculation region generated right after the step edge. This is important to note as a high level of turbulence is needed to mix the fresh fuel mixture with the burned gas mixture to keep the flame anchored in this area.

By taking the curl of the vector we get vorticity. Using this principle for planar data gradients a scalar map can be generated for vorticity levels found in the flow. The software uses the following formula to make the calculations on a 2D vector map.
Figure 4.11 presents a sample of a vorticity scalar map generated from the data acquired in Figure 4.9.

It is noticeable in Figure 4.11 how there is a strong vorticity generated at the shear layer. It is also possible to resolve eddies within the flow as it can be seen in Figure 4.11.

In order to extract the information from the vector field map we can interrogate the ensemble of vector maps with a static line. The line will then record the velocity at a variety of different points along the line. Figure 4.12 presents the interrogation line along the step edge where
the measurements for the presented work were taken. Figure 4.13 presents a sample plot acquired from the interrogation line presented in Figure 4.12. As discussed previously, while the image of the vector statistics map is the average vector field map, a wide variety of other statistical calculations are done on the ensemble of vector field maps.

Figure 4.12: Sample image of the interrogation line on the vector statistics map
Figure 4.13: Sample plot of the interrogation line on the onset of the combustor step

Figure 4.13 presents a plot of data relevant to the current work. The blue point line presents the \( u \) velocity component, the red diamond line presents the \( v \) velocity component, the red dot line presents the \( u_{\text{RMS}} \) and the blue triangle line presents the \( v_{\text{RMS}} \).

Another important analytical tool available is the Proper Orthogonal Decomposition (POD). POD is a powerful method that helps obtain low-dimensional approximate descriptions for multi-dimensional systems. The method uses model decomposition and provides a way to capture dominant components of a multi-dimensional system. First a snapshot is taken from a range of vector fields and outputs a graphical representation of the energy decomposition in the flow, from
highest to lowest energy modes. The mean velocity fields are considered the zero’th mode of the POD. Subtracting the mean from all the snapshots, the rest of the analysis operates on the fluctuating parts of the velocity components (u_{RMS}, v_{RMS}, w_{RMS}) where u, v, and w denote the fluctuating part of the velocity component [74]. Figure 4.14 presents a sample POD snapshot of the velocity vector field.

![Image]

**Figure 4.14: Sample POD snapshot**

From Figure 4.14 it can be seen how the energy modes have been separated. The first three modes being the most influential while the rest can be considered to be noise. This snapshot is then projected onto the vector field maps to isolate the flow structures according to the chosen energy modes. Figure 4.15 presents a sample POD projection onto the vector field.
From a POD snapshot projection, it becomes possible to identify the highest energy containing flow structures. It can be seen in the image above how highest energy modes start developing about 36 mm downstream the perforated plate, and as expected a lot of high energy structures are developed in the shear layer region.

In order to better evaluate the instantaneous velocity fluctuation, or the \( u(t) \) component, an extract function was used. This function in the Dynamics Studio software places a static interrogation spot that is able to acquire the instantaneous velocities that pass through it. For the present work the extract function was applied to an ensemble of 1000 velocity vector fields. A total of 5 extract points are placed along the interrogation line used to acquire the \( u_{\text{RMS}} \) and \( v_{\text{RMS}} \) out the vector statistics function. A sample plot of the extract points is presented in Figure 4.16.
Figure 4.16: Sample instantaneous velocity measurements

As seen from Figure 4.16 the $u(t)$ is defined, from this data it can then be acquired the $u_{RMS}$ and the $v_{RMS}$ values needed to find the flame regime in the Borghi-Peters diagram. Figure 4.17 presents the location of the 5 different extract points utilized for this work.
Figure 4.17: Location of the extract points

The exact location of the points can be defined thanks to the calibrated nature of the measurement. Taking the bottom of the image as 0 mm the location of the extract points are axially located at 12, 16, 21, 26, and 31 mm along the interrogation line.

The location for the interrogation line was selected based on two principles. First, the data gathered in this work will serve provide boundary conditions for computational models. It is important to interrogate the data where a boundary condition in the computational model could be easily defined. Secondly the boundary condition provided here are located at an area where the air/fuel mixture is still in its unburned conditions. These reasons provide ease of experimentation as the experiment could be carried out without having a flame present.
Chapter 5: Results and Discussion

5.1 Flow Characterization

As discussed in the methodology section, Grid 1 has a blockage ratio of 48% and holes with a 1.6 mm diameter, Grid 2 has a blockage ratio of 46% with 3 mm diameter holes, Grid 3 has a 63% blockage ratio with 1.5 mm diameter holes, and Grid 4 has a 62% blockage ratio and 3 mm diameter holes. The configurations were selected based on the largest, and smallest, machinable blockage ratios, and hole diameters. The grids were tested at 12, 25 and 50 CFM. All statistical calculations were made out of 1000 data samples. In order to be able to evaluate the PIV accuracy, fuel/air mixture velocity traveling through the setup’s square channel was calculated to reach a velocity of approximately 10, 20, and 40 m/s at room temperature and atmospheric conditions before hitting the perforated plate at 12, 25, and 50 CFM respectively. Figure 5.1 presents the results acquired from the Adaptive PIV.
Figure 5.1: Vector map at 12, 25, and 50 CFM

Figure 5.1, presents the Adaptive PIV vector field color coded to display the accuracy of the results acquired. Blue vectors represent normal vectors, green vectors represent substituted vectors, or vectors that have been calculated using the neighboring vectors as input, and red vectors represent rejected vectors, or vectors that are generated with a low confidence level. Red vectors can occur due to low system spatial or temporal resolution, or by having the algorithm unable to track the particle. A solution to the problem, and how to manage to decrease these vectors is addressed in the conclusions chapter of this work.
Based on the color coding of the vector map it can be seen that the Adaptive PIV algorithm does a good job resolving the high velocity gradient areas present in the shear layer, as not many red vectors are present there. The parts above and below the shear layer are fully resolved for 12 and 25 CFM while at 50 CFM a larger presence of red vectors can be seen, this is due to the much higher turbulence intensity present at this condition resulting in more out-of-plane particles. The green and red vectors present on the walls are generated due to vector bias, which was mitigated as much as possible using the Adaptive PIV window function and the masking function.

Figure 5.2: Velocity vector field map at 12, 25, and 50 CFM,
The velocity vector field has colored vectors that range from a low velocity of $0 – 1.5 \text{ m/s}$ represented with the blue vectors to a high velocity of $13.5 - 15 \text{ m/s}$ represented with red colored vectors at 12 CFM. The same color scheme for the other vector field maps applies with velocities from $0 – 2.5 \text{ m/s}$ to $23 – 25 \text{ m/s}$ at 25 CFM, and $0 – 3.5$ to $31 – 35 \text{ m/s}$ at 50 CFM. This maximum value and minimum value are based on a post-grid theoretical flow velocity calculation with a measured added acceleration. From Figure 5.2 the flow acceleration can be appreciated due to the presence of the perforated plate, yielding on average a higher velocity upon entry into the step resulting in an increase velocity depicted by a higher red vector density. The lower velocity formed in the recirculation zone of the backward facing step is also well resolved and it is noted as the anchoring point of the flame. The system’s resolution is also capable of resolving some of the smaller eddies being generated on the upper part of the flow field as noted by the green-lower velocity vectors spot surrounded by the higher velocity vectors at 12 CFM, Grid 1, and at Grid 3, 25 CFM. It is interesting to note that Grid 3 at 25 CFM developed a lot of eddy formation, not present in the rest of the Grids. It can be noted the volumetric flow rate has a very noticeable effect on the increase turbulence in the flow as well. Not only can we evaluate the turbulence increase effect by the increase in flowrate, but we can also find the flame regime location based on the flow characteristics, and calculated laminar flame values. In order to accomplish this, we need to calculate the $u_{\text{RMS}}$ and the $v_{\text{RMS}}$ at the boundary condition locations. As previously discussed the vector statistics are usually calculated for the velocity field from a single image out of the whole ensemble, this means that the vector quantities calculated are based off an average ensemble. Figure 5.3 presents the location of the interrogation line in red and the step boundary with respect to it.
Figure 5.3: Location of the interrogation line where the vector statistics are calculated (12, 25, 50 CFM)

From Figure 5.3, the line distance starts from 0 at the bottom of the line and it ends at 37 mm at the top of the line, traversing the entire length of the interrogation region. Figure 5.4 presents the average values of the u and the v components passing through the interrogation line at different axial positions within the combustor. From Figure 5.4 we can see how the measurement starts with a velocity of 0 m/s due to the line passing through the solid part of the step, where no particles are present. At the 13 mm mark we can see a spike in velocity and how the u component is the main component throughout the velocity field. The lack of a gradual increase in the velocity gradients it is due to the wall window function used. It can also be appreciated how the flow was accelerated on average, about 5 m/s due to the presence of the perforated plate at 12 CFM, and 25 CFM. There is a lot more influence by the turbulence on the velocity acquired at the interrogation line for the 50 CFM with velocities ranging from 25 – 36 m/s when compared to the predicted value of 40 m/s. This result is expected as seen from the results on Figure 5.2.
As discussed throughout the literature review, a needed component to find the flame regime in the Borghi-Peters diagram is \( u' \) which is calculated as defined in equation 5.1

\[
    u' = \sqrt{\frac{u_{RMS}^2 + 2v_{RMS}^2}{3}} \tag{5.1}
\]
Through statistical calculations the $u_{\text{RMS}}$ and the $v_{\text{RMS}}$ values can be acquired from the velocity vector field map, and are presented in Figure 5.5.

**Figure 5.5:** $u_{\text{RMS}}$ and $v_{\text{RMS}}$ components at the interrogation line location (12 CFM)
From figure 5.5 it can be seen that the velocity fluctuations at the interrogation line location appear to be relatively constant at around .5 and .25 m/s for u and v respectively at 12 CMF and 25 CFM. A large difference is noted at 50 CFM where higher turbulence levels in the flow make the v velocity component more prominent than at lower flowrates with values in the 20 and 10 m/s for the u and v components respectively. The presence of the valleys and high values present in Figure 5.5 can be further explained by utilizing a contour plot of the turbulence intensity and observing what the contour is at the interrogation line location, presented in Figure 5.6.

Figure 5.6: Turbulence intensity contour plot (12, 25, 50 CFM)
It can be seen from Figure 5.6 that the line, located at the edge of the step, intersects a small area where the shear layer starts developing and a flow detachment from the step’s upper portion is interrogated by the line. It can also be seen how the turbulence intensity is at its highest in the recirculation area of the backward facing step combustor at 12 CFM. At 25 CFM the highest turbulence intensity is being generated at a narrower area of the shear layer and, at the recirculation zone. At 50 CFM the intense turbulent nature of the flow can be better appreciated. By comparing Grid 1 with Grid 2, and Grid 3 with Grid 4, the effect of hole diameter in the flow can be appreciated. Comparing Grid 1 with Grid 3, and Grid 2 with Grid 4, the effect of blockage ratio on the flow can be determined. It can be seen that changing the hole diameter, leads to the generation of larger turbulence intensity regions in the main cross flow area, while also generating a more turbulence intense shear layer. The flow has a similar behavior, when changing the blockage ratio. The changes are more dramatic when comparing the higher flow rate of 50 CFM condition. This is expected as Dynamic Studio calculates the turbulence intensity based off the ratio between the velocity fluctuation and the average velocity as presented in equation 5.2:

\[ I = \frac{u'}{U} \]  

(5.2)

With a large amount of velocity fluctuations being generated by the shear layer and the recirculation eddy formed on the onset of the step, the largest turbulence intensity is expected to be located in that area, while higher flowrates, generating intense turbulence, the turbulence intensity can then be located throughout the flow. The large turbulence intensity levels present at the borders of the interrogation area are due to spurious vectors generated during the PIV vector
field processing. It is possible to look at the turbulence intensity distribution at the area right after the grid location of the 12 and 25 CFM measurements by modifying the contour image range as presented in Figure 5.7

![Figure 5.7: Turbulence intensity contour plot with modified scale (12, 25 CFM, Grid 1)](image)

From Figure 5.7 it becomes easier to visualize the 15 – 20 and 20 – 25 mm mark increase in turbulence intensity at 12 CFM. These fluctuations are generated by the recirculation zone. This recirculating eddy affects only the lower part of the main cross flow, and what it is seen in Figure 5.7 is the average location of the shear layer effect on the main cross flow crossing parallel to it. At 25 CFM we can see how the effect seen at 12 CFM is reduced due to the higher momentum carried by the cross flow resulting on high shear energy highly concentrated at the shear layer.

Thanks to the ability of the PIV measurement to resolve not only the velocity, but the direction of the flow at discrete locations, it is possible to conduct scalar derivative calculations. For a fluid flow, the tendency of the fluid flow to spin can be defined as vorticity. In the Dynamic Studio software, the vorticity of the velocity vector field ensemble is calculated by equation 5.3
Where each term describes the rotation around the x, y, and z axis. For a 2D fluid flow it is reduced to the rotation along the z-axis only as presented in equation 5.4

\[
\frac{\partial V}{\partial x} - \frac{\partial U}{\partial y}
\]

(5.4)

In order to project what the vorticity limits would be according to the values imposed by the interrogation line, simulating the boundary condition inlet, we sample the vorticity values crossing the interrogation line using a line plot function. Figure 5.8 presents the vorticity found across the interrogation line. From Figure 5.8, the maximum and minimum values passing the interrogation line can be found. A contour plot can now be defined with the maxima and minima
present at the interrogation line for the different flow conditions. Figure 5.9 presents the contour plot adjusted for the vorticity maximum and minimum levels found.

Figure 5.8: Vorticity levels found on the interrogation line at the different flow conditions

Figure 5.9: Vorticity contour plot and location of interrogation line (12, 25, 50 CFM)
Similar to the turbulence intensity case, we can see that at the 11-12 mm mark for the 12 and 25 CFM conditions there is a big effect felt due to flow detachment on the onset of the step. It can also be seen that the velocity vector field map is capable of resolving vortex pairs presented by the red/blue pairs formed at 12 CFM, as well as the high level of vorticity being generated at the shear layer. We can see the effect of vorticity change dramatically at 50 CFM as the highest vorticity levels are concentrated on the edges of the vortex pairs and are not as spread out, making them appear as lines instead of spots. While the hole diameter has an effect on the vorticity levels of the flow, the blockage ratio has an even higher influence on the vorticity levels in the flow, evident by the vorticity levels present in the contour plot. This tool becomes important at the eddies generated can be tracked down to the location of the flame front. The edges of the interrogation area appear to have a lot of activity due to the presence of spurious vectors generating the vorticity seen along the edges of the 12 and 25 CFM pictures, this was mitigated using the outlier edge detection algorithm along with the wall windowing addition in the adaptive PIV post processing.

As discussed previously, POD is a powerful tool utilized to decompose the flow and identify the flow structures with the highest energy content. Figure 5.10, presents the POD snapshot of the flow at 12 CFM, Grid 1 condition. The plot decomposes the flow into energy modes and ranks them by energy level. In order to find the highest energy containing flow structures in the PIV measurements, these POD snapshots are projected onto the vector field, as presented in Figure 5.11.
Figure 5.10: POD projection to velocity vector field (12 CFM)
Figure 5.11: POD projection to velocity vector field at the different flow conditions

The highest energy mode used to generate Figures 5.11 reveals the highest energy mode structures in the flow, including a lot of activity on the step edge, also picked up by high turbulence intensity levels, and the high-energy-containing structures generate by the shear of the high and low velocity flow regions. Figure 5.11 shows a considerable amount of noise at the edge of the interrogation area but it does not affect the appearance of the large eddy structures being formed at the shear layer. The figure also shows the location of the highest energy containing structures along the main cross flow, which can be further corroborated using the vorticity map to denote the location of the eddies formed in the flow.
In order to acquire a more representative result of the $u_{\text{RMS}}$ and the $v_{\text{RMS}}$ components, the presented work here proposes the use of the extract method along the same interrogation line used to generate the results presented in Figure 5.4. Figure 5.12, 13, 14 presents the $u(t)$ and the $v(t)$ extracted from one of the velocity vector field maps ensemble, which can later be further post processed to acquire the $u_{\text{RMS}}$ and the $v_{\text{RMS}}$ components from the instantaneous velocity, instead of the average velocity. This provides better accuracy of the velocity $u_{\text{RMS}}$ and the $v_{\text{RMS}}$ values.

![Figure 5.12: $u(t)$ and $v(t)$ at an interrogation point at 12 CFM](image1)

![Figure 5.13: $u(t)$ and $v(t)$ at an interrogation point at 25 CFM](image2)
The extracted instantaneous velocity values are used to calculate the RMS velocity components as discussed in the methodology section. Because of the nature of the PIV measurement, velocity estimates are made as a spatial average over the interrogation area. Keeping this in mind it can be said that the turbulent kinetic energy, mathematically, is proportional to the sum of the variances of the velocity components. In this case of the u and v components [74].

Figure 5.15 presents the turbulent kinetic energy profile plot at the different flow conditions, and demonstrates how the POD is able to resolve for the most energetic structures based off the TKE energy level.
Figure 5.15: TKE contour plots at the different flow conditions

From the TKE profile plots, it can be seen how the larger hole diameter grids generate larger flow structure, which can be corroborated through the POD projections. On the other hand, the stronger influence by the blockage ratio is evident when looking at the TKE contour plots along with the POD projection as a larger blockage ratio generates separated flow structures, while a smaller blockage ratio generates a continuous energetic flow.
Now that the flow has been fully characterized, the location on the Borghi-Peters diagram can be found. Utilizing the laminar flame thickness found in literature from the literature review section along with the laminar flame speed of an atmospheric methane/air flame at room temperature, and equivalence ratio of 1 finish the variables needed to populate the results presented in Table 5.1. This table summarizes the post processed data acquired from the PIV measurements using the different perforated plates, and Table 5.2 presents the location of each Grid and flow condition.

Table 5.1: Summarized flow data. Grid 1 through 4 from top to bottom.

<table>
<thead>
<tr>
<th>Grid</th>
<th>Re&lt;sub&gt;λ&lt;/sub&gt;</th>
<th>D'</th>
<th>U&lt;sub&gt;m&lt;/sub&gt; (m/s)</th>
<th>U&lt;sub&gt;PIV&lt;/sub&gt; (m/s)</th>
<th>u' (m/s)</th>
<th>Da</th>
<th>Ka</th>
<th>Re&lt;sub&gt;λ&lt;/sub&gt;</th>
<th>u'/S&lt;sub&gt;τ&lt;/sub&gt;</th>
<th>L&lt;sub&gt;v&lt;/sub&gt;</th>
<th>L&lt;sub&gt;v&lt;/sub&gt;/δ&lt;sub&gt;τ&lt;/sub&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>48% BR - 1.5 mm dia</td>
<td>15,400</td>
<td>1.0</td>
<td>10</td>
<td>13</td>
<td>1.1</td>
<td>21.3</td>
<td>0.8</td>
<td>147.5</td>
<td>3.0</td>
<td>0.0173</td>
<td>49.4</td>
</tr>
<tr>
<td>32,100</td>
<td>1.0</td>
<td>20</td>
<td>25</td>
<td>3.5</td>
<td>18.8</td>
<td>7.0</td>
<td>458.4</td>
<td>9.3</td>
<td>0.0173</td>
<td>49.4</td>
<td></td>
</tr>
<tr>
<td>64,200</td>
<td>1.0</td>
<td>40</td>
<td>27</td>
<td>23.4</td>
<td>0.9</td>
<td>70.3</td>
<td>3034.6</td>
<td>61.5</td>
<td>0.0173</td>
<td>49.4</td>
<td></td>
</tr>
<tr>
<td>46% BR - 3 mm dia</td>
<td>15,400</td>
<td>1.0</td>
<td>10</td>
<td>11</td>
<td>1.7</td>
<td>34.2</td>
<td>1.7</td>
<td>234.2</td>
<td>4.4</td>
<td>0.0186</td>
<td>33.2</td>
</tr>
<tr>
<td>32,100</td>
<td>1.0</td>
<td>20</td>
<td>26</td>
<td>9.8</td>
<td>2.2</td>
<td>18.2</td>
<td>1364.7</td>
<td>25.7</td>
<td>0.0186</td>
<td>33.2</td>
<td></td>
</tr>
<tr>
<td>64,200</td>
<td>1.0</td>
<td>40</td>
<td>8</td>
<td>18.9</td>
<td>1.3</td>
<td>50.2</td>
<td>2647.4</td>
<td>49.8</td>
<td>0.0186</td>
<td>33.2</td>
<td></td>
</tr>
<tr>
<td>63% BR - 1.5 mm dia</td>
<td>15400</td>
<td>1.0</td>
<td>10</td>
<td>14</td>
<td>5.5</td>
<td>5.1</td>
<td>10.3</td>
<td>604.5</td>
<td>14.5</td>
<td>0.0146</td>
<td>41.8</td>
</tr>
<tr>
<td>32100</td>
<td>1.0</td>
<td>20</td>
<td>26</td>
<td>7.5</td>
<td>4.3</td>
<td>11.6</td>
<td>8240.0</td>
<td>19.7</td>
<td>0.0146</td>
<td>41.8</td>
<td></td>
</tr>
<tr>
<td>64200</td>
<td>1.0</td>
<td>40</td>
<td>28</td>
<td>25.6</td>
<td>0.9</td>
<td>90.2</td>
<td>2814.1</td>
<td>67.4</td>
<td>0.0146</td>
<td>41.8</td>
<td></td>
</tr>
<tr>
<td>62% BR - 3mm dia</td>
<td>15400</td>
<td>1.0</td>
<td>10</td>
<td>17</td>
<td>2.5</td>
<td>13.9</td>
<td>3.4</td>
<td>300.5</td>
<td>6.6</td>
<td>0.0160</td>
<td>45.6</td>
</tr>
<tr>
<td>32100</td>
<td>1.0</td>
<td>20</td>
<td>27</td>
<td>11.0</td>
<td>1.8</td>
<td>24.6</td>
<td>1315.9</td>
<td>28.9</td>
<td>0.0160</td>
<td>45.6</td>
<td></td>
</tr>
<tr>
<td>64200</td>
<td>1.0</td>
<td>40</td>
<td>33</td>
<td>27.7</td>
<td>0.8</td>
<td>95.9</td>
<td>3316.9</td>
<td>72.8</td>
<td>0.0160</td>
<td>45.6</td>
<td></td>
</tr>
</tbody>
</table>

Table 5.2: Grid parameters on the Borghi-Peters diagram

<table>
<thead>
<tr>
<th>Grid 1</th>
<th>Grid 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>L&lt;sub&gt;v&lt;/sub&gt;/δ&lt;sub&gt;τ&lt;/sub&gt;</td>
<td>u'/S&lt;sub&gt;τ&lt;/sub&gt;</td>
</tr>
<tr>
<td>12 CFM</td>
<td>49.371</td>
</tr>
<tr>
<td>25 CFM</td>
<td>49.371</td>
</tr>
<tr>
<td>50 CFM</td>
<td>49.371</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Grid 2</th>
<th>Grid 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>L&lt;sub&gt;v&lt;/sub&gt;/δ&lt;sub&gt;τ&lt;/sub&gt;</td>
<td>u'/S&lt;sub&gt;τ&lt;/sub&gt;</td>
</tr>
<tr>
<td>12 CFM</td>
<td>33.171</td>
</tr>
<tr>
<td>25 CFM</td>
<td>33.171</td>
</tr>
<tr>
<td>50 CFM</td>
<td>33.171</td>
</tr>
</tbody>
</table>

The location on the Borghi-Peters diagram can be found, as presented in Figure 5.16.
Figure 5.16: Location of the different grids on the Borghi-Peters diagram.

From Figure 5.16 it can be seen that the presented work lands in the desired Thin Reaction Zones, at times crossing to the Corrugated Flamelets Regime, and the Well-stirred Reaction zone. Based on this chart, it can be concluded that in order to land on the desired zone Grid 1 can be used as long as the flowrate is set at 25 CFM. Grid 2, 3, and 4 can be used for 12 and 25 CFM to land in the Thin Reaction Zone. All the grids land in the Well-stirred Reactor zone at the 50 CFM flow rate. In order to bring the measurements down, heated reactants can be used to increase the flame speed generated, bringing down the points to the desired zone.
Chapter 6: Conclusions and Future Investigation

6.1 Concluding Remarks

The presented work has studied the global characteristics of a backward facing step high intensity turbulent flows using Time Resolved Particle Image Velocimetry (TR-PIV), and successfully presented the flame regime zone the experimental setup is capable of reaching when using the presented configuration. The components of turbulence intensity and kinetic energy have been resolved through statistical analysis and the data has been summarized in the form of contour plots at different flow conditions. The effect of bulk velocity parameters, turbulence parameters, and recirculation zone characteristics have been presented. The presented PIV setup and analysis techniques have proven to be able to resolve the high velocity gradients present in the shear layer of the combustor. The PIV results were later post process to find velocity ranges from 0 – 15 m/s, 0 – 25 m/s, and 0 – 35 m/s for the 12, 25, and 50 CFM conditions respectively. The components of turbulence intensity, and kinetic energy have been resolved and presented in the form of contour plots. Utilizing a POD analysis, the highest-energy-containing structures have been identified. The vorticity levels generated by the different perforated plates has also been resolved and presented in the form of contour plots. The bulk flow rate effect was seen to provide a flow acceleration of 5 m/s on average when compared to the calculated values. With the interrogation line flow velocity analysis, it can be seen that a fully developed turbulent flow enters the combustor area when conducting experiments at a Reynolds number of 15,000 and 32,000, while at a Reynolds number of 64,000 the highest turbulence intensity is reached making the v component take a major role, decreasing the u components magnitude by up to 10 m/s on average. It is believed that this can be explained by the grid position with respect to the I.A. location, where at this point, are looking at
the transition region of the turbulent flow. This could be alleviated by moving the grid further upstream on the combustor fuel inlet. The bulk flow has the greatest impact on the u’ value.

It was found that altering the characteristic length properties of the combustor has the greatest effect on the u’ values, increasing the measured u’ values up to 80% on average. It was also found that the system possessed enough resolution to generate reliable vorticity contour plots, when compared to previous studies [75] for the 15,000 to 32,000 Reynolds number conditions. At the 64,000 Reynolds number condition it was found that the PIV system was found to be reaching the upper bounds of its measurement capabilities.

Future work could include the investigation of the z-component on the experimental setup and determine the wall effects on the measurements to compliment the results presented in this work. With the help of a high speed PLIF measurement ran simultaneously, the analysis of what the influence the different grids have on the flame front can also be investigated. Turbulence flame speed studies could be conducted on the backward facing step flame in order to investigate the influence the flame corrugation caused by the different grid configurations. The machinability aspect of the presented blockage ratios could be surpassed by investigating with additive manufactured grids to achieve higher, or lower blockage ratios. The inlet manifold of the combustor can be modified to fit the grids further upstream from the fuel injection point to reduce the presence of the identified large structures in the field where the flame is present.

While the presented experimental setup has successfully resolved the flow, it was noted that the system’s resolution was not enough to resolve the higher flow rates than 50 CFM, as more
invalid vectors were present in the PIV vector field maps. In order to mitigate the appearance of these vectors, it is recommended to acquire a high speed camera with higher resolution a 10kHz. This will help the measurement by being able to capture more particles within the interrogation area, increasing resolution. The higher resolution will also allow for a larger scale factor to increase the spatial resolution of the PIV measurements. In order to further provide system flexibility to achieve the desired flame regimes, an air heater could be incorporated to provide a variable flame speed to place the measurements in the desired flame regime region.
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