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Abstract

Breast cancer and lung cancer are two major leading causes of cancer deaths, and researchers have been developing computer aided diagnosis (CAD) system to automatically diagnose them for decades. In recent studies, we found that the techniques in CAD system can also be used for breast cancer risk analysis, like feature design and machine learning. Also we noticed that with the development of deep learning methods, the performance of CAD system can be improved by using computer automatically generated features. To explore these possibilities, we conducted a series of studies: the first two studies focused on transferring the original CAD system techniques to breast cancer risk analysis models; and the next two studies compared the performance of our proposed schemes using deep learning methods and traditional methods on breast cancer risk analysis and lung cancer diagnosis.
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Chapter 1: Introduction

1.1 Breast cancer and lung cancer

Breast Cancer is the most common cancer and second leading cause of cancer deaths of women (R. a Smith et al. 2015). Scientific evidence has shown that early cancer detection is important to enhance the survival rates of the patients through more effective patient management and treatment (R. A. Smith et al. 2015)(Madigan et al. 1995). Since the majority of breast cancers are detected in women with no known risk factors defined in the existing epidemiology models (Amir et al. 2010)(Boyd et al. 2005), a uniform mammography screening program in the general population is currently applied and considered important (Madigan et al. 1995). Lung cancer is the leading cause of cancer death for both men and women worldwide. The American Cancer Society (ACS) reported that the early detection of lung cancer, stage 1, could significantly increase the survival rate from 2% to 47% compared to the detection at stage 5. However, only 15% of early stage lung cancers are detected. Computer-aided diagnosis (CADx) system has the potential to aid radiologists as a second reader and attracted much attention in the last few decades. Computed tomography (CT) is typically used for lung cancer screening and diagnosis in clinic. A single CT examination can generate up to 700 axial images creating a challenging task for image interpretation.

However, due to the large variability in the depiction of breast abnormalities, the overlapping dense fibroglandular tissue on the projection images and the low cancer prevalence in the screening environment, both detection sensitivity and specificity of screening mammography are relatively low (Pinsky and Helvie 2015).

A number of recently reported studies made the debate related to the efficacy (risk-benefit and cost-benefit) of population-based screening mammography more controversial (Hendrick and Helvie 2011)(Jørgensen 2012).
1.2 Computer aided analysis system

To help radiologists improve detection and diagnosis performances in reading and interpreting screening mammograms, a great amount of research has been conducted to develop CAD systems or schemes including our work on developing a variety of two-dimensional computerized image analysis algorithms optimized to enhance the performance of the traditional CAD systems during the last two decades (e.g., (Glide-Hurst, Duric, and Littrup 2007), (W Qian, Li, and Clarke 1999), (X. Sun, Qian, and Song 2004)). Currently, a number of commercialized CAD schemes, including the one originally developed in our group and then being licensed to Carestream Health Inc., are widely used in the clinical practice to assist radiologists in reading and interpreting mammograms to date. Illustration 1.1 shows a typical CAD structure for breast cancer risk analysis, which is used in our previous studies.
Illustration 1.1: A typical CAD structure for breast cancer risk analysis

A typical CAD system can be divided into several different modules: preprocessing module, segmentation module, feature extraction module, classification module. The first module is to generate the best resolution image and remove noise for further processing; the second module is to identify and segment the region of interest (ROI) from the original image; the third module is to extract the computational features from the ROIs or specific areas; the last module is to select the features and build a classifier based on the selected features. The details of each module will be presented in the following sections.

1.3 Hand-crafted features

Designing and extracting features is the core part of a CAD system. We can generally divide the features into three feature groups or feature domains: morphological features, density features and texture features. The morphological features identify the shape information of the suspicious regions, the density describes the distribution of the pixel wise density distribution, the texture features are the most complicated feature type which describe the texture characters of the regions. Below we gave a brief introduction of texture features for five groups of typical texture features: grey level co-occurrence matrix (GLCM) feature, local binary pattern (LBP) feature, scale-invariant feature transform (SIFT) feature, steerable feature, and wavelet feature.

The first group is GLCM feature. In grey level co-occurrence matrix, the number of rows and columns is equal to the number of gray levels in original image, and each element represent the relative frequency of two pixels with given intensity separated by a pixel distance. Then the mean and standard deviation were computed for every matrix (W. Sun, Tseng, Qian, et al. 2015).

The second group is LBP feature. It was first proposed as a texture descriptor for 2D images (Ojala, Pietikäinen, and Mäenpää 2002). From the equally divided blocks of the original image, the extracted LBP features can describe the local and global textures. We computed the LBP features by comparing each pixel with the 8 neighbor pixels, and it returns the 8 digits
binary code for each pixel. Then the local binary pattern feature histogram was calculated from the coded image.

SIFT features are the third feature group. This scale invariant feature transform is invariant to uniform scaling, orientation, and it is also partially invariant to affine distortion and illumination changes (Barley and Town 2014). Because of this property, it is a classical algorithm in object matching and action recognition. When creating descriptors, the sub-region was considered in our algorithm instead of every pixel, thus it is more adaptive to the image noises and subtle distortions.

Steerable features are in group four. The steerable filters are linear combination of a set of basis filters with arbitrary orientations (Freeman and Adelson 1991). The feature group five contains wavelet features, and they provide the spatial and frequency representation of the images. In wavelet transform, high-pass and low-pass filters are used in two dimensions. For each scale, one input image can generate eight sub-band images: HH, HL, LH, and LL, where H represent high frequency band and L represent low frequency band (W Qian, Li, and Clarke 1999).

1.4 Deep learning methods

Inspired by the human brain’s architecture, deep learning algorithms have been attracting more and more researchers’ attentions in the past ten years (Hinton, Osindero, and Teh 2006). Compared to traditional machine learning algorithms with shallow architectures, the deep learning algorithms are organized in a deep structure with several levels of composition of non-linear operations in the learned functions. Like the architecture depth of the brain, a given input percept represented at multiple levels of abstraction in the algorithm, and each level corresponds to a different area of cortex (Bengio 2009). This architecture allows the algorithm to automatically learn features at multiple levels of abstraction so that it can generate the complex functions linking the input to the categories directly from raw data without using human-crafted features (i.e. manually designed features). The features extracted higher level of the hierarchies is
composed by the weighted combination of the features of lower levels, and each level contains hundreds or thousands of neurons. In computer vision area, feature designing is the most challenging and time consuming part, and the ability to automatically extracting features from raw data is extremely attractive especially in the age of big data.

The primary task for big data analytics is discriminative analysis. In recent years with the development of cloud storage and the explosion of big data, the sizes of available digital image collections have been increasing rapidly. These images were generated from a variety of sources such as social networks, cloud services, global positioning satellites, clinical imaging systems, military surveillance, and security systems (Najafabadi et al. 2015). To efficiently classify these massive image collections, automatically extracting semantic information from the images with deep structured algorithms is the most popular and promising method. Their advantages in constructing high level complicated representations from multiple domains of the original image captured the attention from big companies like Facebook, Google, IBM to invest millions of dollars every year for deep learning research, and recently has begun topping the companies benefit (Najafabadi et al. 2015)(Lohr 2012). Learning from the deep, layered and hierarchical models of data, numerous study results show that deep learning algorithms can outperform the traditional machine learning models in many different tasks, including speech recognition [5][6][7], computer vision (Hinton, Osindero, and Teh 2006)(Bengio et al. 2007) (Krizhevsky, Sutskever, and Hinton 2012), and natural language processing (Mikolov et al. 2011)(Socher, Huang, and Pennington 2011)(Bordes et al. 2012). Compared to its early stage, deep learning applications have already extended from simple image classifications like handwritten numbers recognition to more complicated classification tasks. In ImageNet LSVRC-2012 contest, the winner group successfully designed the deep learning algorithm and classified 1.2 million high-resolution images into 1000 different classes at the error rate of 15.3%, compared to 26.2% reported by the second-best group (Krizhevsky, Sutskever, and Hinton 2012). Dean et al. (Dean et al. 2012) used large-scale software infrastructure based deep learning models made further success on a visual object recognition task with 16 million images and 21k categories. In another
contest, deep learning algorithms beat other algorithms and won MICCAI 2013 Grand Challenge and ICPR 2012 Contest on Mitosis Detection (Cireşan et al. 2013). In 2015, Shen et al. (Shen et al. 2015b) diagnosed lung cancer on LIDC database using a multi-scale two layer convolutional neural network, and the reported accuracy was 86.84%. Kumar et al. (D. Kumar, Wong, and Clausi 2015) tested their algorithm using deep features extracted from autoencoder on 157 cases from the same dataset, and reached the accuracy of 75.01%.
Chapter 2: Breast cancer risk analysis

2.1 RATIONALE:

Breast cancer risk assessment has been studied for more than 30 years, and it has been reported that the promotion of breast cancer screening has significantly reduced mortality rates of breast cancer patients along with the advancement of cancer treatment methods (R. A. Smith, Duffy, and Tabar 2012). But the low efficacy and/or potential harms of the current population-based screening mammography cannot be overlooked, including a high false-positive recall rates and over-diagnosis (Pace and Keating 2014). False positive recalls raised due to the suspicions detected on the mammograms often lead to the further tests (i.e., additional imaging or biopsy procedures), which bring the woman the unnecessary mental, physical and financial burden. Over-diagnosis is the detection of a tumor through screening that would have become clinically apparent but would not have shortened a woman’s life (Nelson et al. 2009), which is a major concern in clinic. Thus, the analysis of cancer risk has become increasingly important for establishing an optimal personalized screening recommendations (Wolfe 1976). To predict breast cancer at its early stage, many researchers have developed and tested different risk stratification models to predict cancer risk, including Gail model, Claus model, BRCAPRO model, Jonker model, etc. (M H Gail et al. 1989) (Claus, Risch, and Thompson 1991) (Parmigiani, Berry, and Aguilar 1998) (Jonker et al. 2003). These models show that several factors are associated with an increasing risk for developing breast cancer, such as woman’s age, BRCA1 and BRCA2 gene mutations, breast density, body mass index (BMI), age at first birth, and family cancer history. In addition, numerous studies have shown the association between the breast density and cancer risk. The higher breast density is not only related to the decreased sensitivity of mammograms because of a masking effect (Pinsky and Helvie 2015), but is also the strongest independent breast cancer risk indicator with the exception of women’s age and relative gene mutations that apply to a very small fraction of the population (Amir et al. 2010).
However, the measurements of breast density in the risk models mentioned above are based on visual assessment of mammographic density into four American College of Radiology Breast Imaging Reporting and Data System (BI-RADS) density categories by the radiologists (Boyd et al. 2010). These subjective ratings are time-consuming and often inaccurate or inconsistent due to the large intra- and inter-observer variability (Berg et al. 2000). Thus, many research groups have developed computerized algorithms to segment and quantify breast tissue density based on a combination of computational features including the statistic texture features of the pixel values, the mathematical morphology and density based features, and the other higher order momentum based measurements computed from the original and/or processed images (X. Wang et al. 2011). Furthermore, several research groups have also tested the feasibility of utilizing the computed mammographic density information to develop computerized breast cancer risk prediction or analysis schemes (J. Wei et al. 2011).

Recently, American Cancer Society (ACS) issued a new breast cancer screening guideline (Oeffinger et al. 2015), which recommended biennial screening for women 55 years old. However, the guideline also keeps the option for women who want to continue annual screening. This creates a new dilemma of how an individual woman can optimally decide that she should screen annually or biennially. In order to address this dilemma, developing an effective cancer risk model is very important. Although a number of epidemiology-based breast cancer risk prediction models (Amir et al. 2010) (Irwig, Houssami, and van Vliet 2004) have been developed and tested, these models do not have clinically acceptable discriminatory power (or positive predictive value) to determine whether an individual woman should be mammography screened next year (Mitchell H. Gail and Mai 2010). As a result, developing new risk stratification model based on the quantitative mammographic image feature analysis, which can more accurately predict the risk of women having image-detectable cancer in a near-term (i.e., < 2 to 5 years) after a negative screening, has been attracting research interest (W. Sun, Tseng, Qian, et al. 2015) (Tan et al. 2013). Some researchers concluded that the biggest difficulty of cancer risk analysis using mammographic image feature analysis based models is to
accurately measure the percentage of the volume of dense tissue that is a three-dimensional (3D) object on the basis of two-dimensional (2D) mammograms (Kopans 2008). Since the mammography is a projection imaging technique, the mammogram is an overlapping of all tissues on a flat plane. Moreover, for a 3D object, the 2D projections from different angles are different, creating variations that affect the precision of measurement of dense tissue. For example, shell or bar shaped object may have huge projection area difference depending on the orientation of the object. If the features from one view are in common with the other view, the prediction results are more reliable. Combining the information from two mammographic views improves the possibility of detecting high-risk cases and abnormal regions, since the dense or suspicious regions may be partly or fully obscured in one projection by overlapping glandular tissues (including lobules and ducts) (Samulski and Karssemeijer 2011). Also, with the information from the additional perspective, superimposition of normal or non-dense structures simulating a suspicious region or dense region can be recognized, thus reducing the chance of false positive. Figure 2.1 shows three examples of the differences of dense tissues on the craniocaudual (CC) view and mediolateral oblique (MLO) view projections.
Figure 2.1: Three pairs of CC and MLO view mammograms showing the difference of the true volume, shape and texture characteristics of dense tissue seen from different views. a, b) CC and MLO view of a woman’s breast. CC view shows a large dense area, but the obvious dense area is barely evident in MLO. c, d) Another pair of CC and MLO view mammograms, the shapes and orientations of the dense region are different. e, f) The third example of a pair of CC and MLO mammograms depicting different texture characteristics.
The idea of combining ipsilateral view mammograms has been used for computerized breast cancer detection and diagnosis, and the results were superior than using single view mammograms. In a recent paper, Maurice et al. (Samulski and Karssemeijer 2011) computed absolute differences of mass likelihood of each view, and used this as a similarity feature to detect the breast cancer. In the mass detection paper of Jun et al. (J. Wei et al. 2009), for each object, they used two scores from single view system (one score for each view) and one score from fused dual view system, and the final classifier was trained by these three scores. In another similar study by Xuejun et al. (X. Sun, Qian, and Song 2004), they combined the single view features and concurrent features together to train the classifier.

As part of our continuing research effort in this new near-term breast cancer risk assessment field, we hypothesize in this study that combining image features independently computed from the CC and MLO view mammograms together can achieve better performance of computerized risk analysis compared to using the single view images only. This hypothesis is based on several underlying scientific evidences and validated preliminary experimental observations. First, most early studies of tissue pattern and cancer risk are based on radiologist’s subjective assessment of density patterns by using both CC and MLO projections (Nicholson et al. 2006). By comparing both MLO view and CC view mammograms, the radiologists can have some intuitive and non-quantitative information of the 3D distribution of the dense tissues. Second, the texture characteristics can be different on these two projections, as occlusion of the dense region by glandular tissue is very common. Third, most CC view mammogram images miss some volume of the breasts, MLO view can be used as a supplement (Kopans 2008). Fourth, computerized quantitative measurements are more reliable and consistent in evaluating mammographic tissue density by eliminating inter-observer variability (J. Wei et al. 2011).

This study is an extension of our previous studies using single view mammogram for each breast (W. Sun et al. 2014). We developed and extracted a group of features from both CC view and MLO view mammograms, and analyzed and compared different methods of how to efficiently use these features to stratify the women into high risk and low risk groups. The
feature fusion method and similarity test were developed and applied to each pair of mammograms, and thus our proposed scheme can adaptively choose the best strategy to analyze each case. The details of methodologies, experimental designs and results are described in the flowing sections.

2.2 MATERIALS

The dataset used in this study includes full-field digital mammography (FFDM) images acquired from 392 women. All these cases were randomly selected from our pre-established database, and for every woman at least two routine screening examinations preceding diagnosis were available. In each examination there are four FFDM images representing both CC and MLO views from left and right breast. The participants aged between 44 and 71 years old, with a mean age of 56.5 years and median age of 55 years. All these “prior” FFDM screening examinations were interpreted as “negative” or “definitely benign” (without recall) by radiologists in the original screening practice. The images we used for analysis in this study were all “prior” FFDM image. If more than two screening examinations existed, we preferentially used the most recent screening mammograms up to three years prior to the date of latest examinations or cancer being detected. Based on the detection and diagnostic status change in the latest “current” FFDM examinations and the verified pathology reports (if the cases were recalled and biopsied), we split the cases into three subgroups. Of these 392 cases, 190 were from benign or negative cases in “current” FFDM examinations and marked as group 1. The second group included the 104 cases that were diagnosed as cancer which were detected and verified 6-24 months after the “prior” FFDM examinations, but no later than the “current” examinations. The cancer was detected less than 12 months after the negative screening in 50 out of 104 cases, and for the other 54 cases, the cancer was found after 12 months. The remaining 98 cases were group 3 and they were recalled in the “current” examinations due to suspicious findings in mammography. Community radiologists at each local site classified breast density for each screening mammogram as part of routine clinical practice. Among these 392 cases, 34.9%
(137/392) and 55.9% (219/392), were rated as scattered fibro-glandular (BIRADS 2) and heterogeneously dense (BIRADS 3), respectively. Questionnaires were also provided to all the participants to obtain information of common risk factors such as woman’s age, body mass index (BMI), family medical and cancer history.

2.3 Preprocessing and dense region extraction

The first step of our scheme is preprocessing aiming to reduce image noises and artifacts, and thus enhance the original image. For this purpose, a hybrid processing scheme including the adaptive tree-structured nonlinear filtering (TSF) method, directional wavelet transform (DWT) and tree structured wavelet transform (TSWT), was applied to every mammogram. The detailed procedures have been reported in our previous publications (W. Sun et al. 2014) (Wei Qian et al. 1994) (W Qian et al. 2000).

For both CC and MLO view mammograms, the air-tissue interface of the breast was identified by the threshold based on the gray level intensity histogram (Keller et al. 2012) and then eliminated from breast area. For MLO view mammograms, the chest wall (including pectoral muscles) was detected by Hough transform and also removed from the image. Then, the breast area was segmented from the mammogram.

From our previous studies we found that some features extracted from dense regions can achieve better performance in risk prediction than the features extracted from the whole breast area (W. Sun, Tseng, Qian, et al. 2015) (W. Sun, Tseng, Zheng, et al. 2015). So that the sub breast regions with relatively homogenous gray level intensity were estimated before feature extraction. For each mammogram, we used region grow method to segment the dense region. Since the seed point was located by identifying the brightest point in each mammogram, the segmented region was the dense region of breast.
2.4 Hand-crafted Feature Extraction

2.4.1 Single view feature extraction

Computational features were used to describe the density and texture information of mammograms, and based on where these features extracted from, we grouped them into two major categories: single view features and dual view features. The single view features were computed in every single mammogram, and the dual view features were either fused from two single view features or extracted from a pair of CC and MLO view mammogram directly.

There are 466 single view features were extracted from both dense region and whole breast to characterize the heterogeneity/inhomogeneity density and texture patterns of the breast, and to estimate the cancer risk accordingly. These features can be grouped into six groups: the first group is density based features, the second and third groups are statistic texture features, the fourth and fifth groups are mathematical based texture features, and the sixth and last group of features are shape based texture features. The details of the features are listed below:

Single view feature group one (S1) includes 16 features, they are: mean, standard deviation, coarseness, homogeneity, inertia, energy, entropy, skewness, kurtosis, smoothness, mean gradient, the number of pixels with the maximum gray value in the histogram and the total number of pixels of the whole calculated region, the number of pixels with a gray value larger than the average value of the histogram and the total number of pixels of the breast, the average difference of two adjacent values in the histogram, the average value of the histogram; the standard deviation of the histogram, and the uniformity of intensity in the histogram. All these features are density based features, which closely relate to the mammographic density and its distribution of the breast image depicted on each mammogram.

The second group (S2) of features are gray-level run length statistics (RLS) texture features (Tang 1998). These RLS features consist of short run emphasis, long run emphasis, low gray-level run emphasis, high gray-level run emphasis, short run low gray-level emphasis, short run high gray-level emphasis, long run low gray-level emphasis, long run high gray-level emphasis, and run percentage. The long runs of one pixel values indicate coarser textures, and
the short runs indicate fine textures. To achieve the best performance of these features, all the original images were downgraded to 256 gray level images (Tan et al. 2013). Four run length matrices were computed along 0, 45, 90, and 135 degrees, and 36 features were calculated altogether.

In the third single view feature group (S3), we used statistical texture features that were extracted from the Gray Level Co-occurrence Matrices (GLCMs) (Haralick, Shanmugam, and Dinstein 1973). GLCM is a second order statistical measurement, and it measures the intensity of its neighbor at certain distance and orientation. The matrices were created by calculating how often a pixel with gray level value \( i \) occurs horizontally adjacent to a pixel with value \( j \). Mean, variance, contrast, correlation, angular second moment, entropy and homogeneity features were then extracted from these matrices.

The fourth feature group (S4) contains steerable features (Freeman and Adelson 1991) (Greenspan et al. 1994). To construct the power map of steerable feature analysis, Gaussian pyramids need to be generated from each mammogram. Then by taking the difference between two consecutive levels Gaussian pyramids, a Laplacian pyramid can therefore be formed with each layer representing the information at different level of details (Barley and Town 2014). Then the power map can be generated by calculating the convolution with each oriented filter at different scales. In our study, we used four oriented filters, they are:

\[
m_1(x, y) = e^{i(\pi/2)x}, \quad m_2(x, y) = e^{i(\pi/4)(x+y)}, \quad m_3(x, y) = e^{i(\pi/4)y}, \quad m_4(x, y) = e^{i(\pi/4)(y-x)}.
\]

The real and imaginary parts of the sinusoids are treated as two filters, and all the filters were used at three different levels. The mean and standard deviation were calculated for each map, which gives a 48-element features vector.

The fifth group of features was computed based on Gabor filters. A Gabor filter can be seen as a sinusoidal plane of a particular frequency and orientation with the formula

\[
g(x, y) = \frac{1}{2\pi\sigma_x\sigma_y} \exp \left[ -\frac{1}{2} \left( \frac{x^2}{\sigma_x^2} + \frac{y^2}{\sigma_y^2} \right) + 2\pi j W x \right],
\]

while \( j = \sqrt{-1} \) and \( W \) is the frequency of the modulated sinusoid. Applying the filter to the image, the possibility wave is transformed
into a probability matrix, and the resulting coefficients represent the probability of the intensity of the wave (C. Wei, Li, and Li 2007). We tested 5 different frequencies at four directions, and for each Gabor image we computed the following features: mean, contrast, angular second moment, inverse difference moment, entropy, and correlation.

The features in the sixth group were extracted from directional texture images. In the preprocessing step, the multi-orientation signal decomposition will generate three images: density image, texture image and morphological image (W. Sun et al. 2014) (Wei Qian et al. 1994). From the texture image, the background detail signals, including weak random directional lines, were eliminated. Then, we used a ray-tracing algorithm to detect strong directional signals, and the directional features were calculated from these isolated lines as described in our previous publications (W. Sun, Tseng, Qian, et al. 2015). We designed and developed five features from the processed images: total number of directional tissues (strong isolated lines); principle orientations of directional tissues determined by gradient operators; average normalized directional tissue length; number of directional tissues with a length exceeding a given threshold; and the directional angular distribution that was computed as entropy.

All the features mentioned above were calculated on both whole breast area and dense area of the mammogram, in addition, two extra features were calculated on the dense region itself. The first feature is circularity of the dense region which describes the shape of dense region. The second feature is the center location differences of the dense region and the whole breast region, which describes the relative location of the dense region.

### 2.4.2 Dual view feature fusion and similarity features

To combine the information from both CC and MLO view mammograms, two different types of similarity measurements of dual view mammograms were investigated in this study. The first type of feature is called fused features, and they can adaptively fuse the CC and MLO view image features together. They are computed by fusing the corresponding CC view and MLO view features using the following equations:
\[
DF_1 = \frac{\max(CC_i, MLO_i)}{(CC_i - MLO_i) \times \alpha + 1}
\]
\[
DF_2 = \min(CC_i, MLO_i) \times [(CC_i - MLO_i) \times \beta + 1]
\]

where \(CC_i\) and \(MLO_i\) represent the corresponding \(i\)th feature extracted from CC and MLO view, \(\alpha\) and \(\beta\) are the tuning parameters and we can decide to what degree we want to compromise the difference of the two images. The reason we designed these two equations is based on the fact that different features have different sensitivity of the two view differences. For example, the maximum values of the dense region areas on CC view and MLO view are better at representing the true volume of the dense region, while the maximum value of average RLS on these two views cannot effectively represent the overall texture distortions. These two equations are relatively moderate in handling the differences of the two views compared to using the maximum and minimum values directly, since the added penalty coefficients can decrease the maximum value and increase minimum value when the difference is large.

The second type of feature is called similarity features, and they measure the overall similarity of each pair of mammogram. Instead of using the equations to combine the corresponding single view features, similarity features measure the difference from CC view and MLO view mammograms directly. These features quantify the texture and dense region differences. The details are listed below:

(1) Overall dual view feature differences:
First, we calculated the statistical distance between the CC and MLO view observations. For the CC and MLO view \(p\)-dimensional feature vectors \(\vec{f}_{CC} = [f_{CC1}, f_{CC2}, \ldots, f_{CCp}]\) and \(\vec{f}_{MLO} = [f_{MLO1}, f_{MLO2}, \ldots, f_{MLOp}]\), the statistical distance is
\[
d(\vec{f}_{CC}, \vec{f}_{MLO}) = \sqrt{(\vec{f}_{CC} - \vec{f}_{MLO})' \bar{S}^{-1} (\vec{f}_{CC} - \vec{f}_{MLO})},
\]
where \(\bar{S}\) is the covariance matrix. This measurement considers the variance from different sources, and is able to eliminate the variation effect.

(2) Orientation correlation differences:
Another measurement of similarity is the difference of the textural orientation in the two views. The Gabor filters were used to generate the Gabor image, and the correlation of the Gabor features was calculated. First, we calculated the correlations of corresponding Gabor features in CC and MLO views at every frequency and length. The formulation is defined as:

\[
r_{\text{orientation}}(l, \theta) = \frac{\sum_{i \in \text{CC}, j \in \text{MLO}} (p_i - \overline{p_{\text{CC}}})(p_j - \overline{p_{\text{MLO}}})}{\sqrt{\sum_{i \in \text{CC}} (p_i - \overline{p_{\text{CC}}})^2 \sum_{j \in \text{MLO}} (p_j - \overline{p_{\text{MLO}}})^2}}
\]

where \(p_i\) and \(p_j\) are the pixel values of CC and MLO view Gabor filtered image at length \(l\) and angle \(\theta\). Then we measured the overall correlation difference by using:

\[
D_{\text{orientation}} = 24 / \sum_{l=1}^{4} \sum_{\theta=0}^{\frac{5\pi}{6}} |r(l, \theta)|
\]

the greater values represent larger orientation differences.

(3) Histogram difference:

Instead of comparing the difference of each pixel, we measured the difference of density distribution on histograms:

\[
D_{\text{histogram}} = \sum_{\text{hist}} |n_{\text{CC}}(\text{hist}) - n_{\text{MLO}}(\text{hist})|
\]

where \(n_{\text{CC}}\) and \(n_{\text{MLO}}\) represent the number of pixels at gray value \(\text{hist}\).

(4) Dense area difference:

The area of dense region is an important measurement for cancer risk, however, because of the overlapping of projections, the dense region shown in one view is different from the other. Capturing this difference can help us increase the confidence levels of risk predictions, and in this study we computed the difference of the dense region areas by using:

\[
D_{\text{area}} = |A_{\text{CC}} - A_{\text{MLO}}| / \max(A_{\text{CC}}, A_{\text{MLO}})
\]

where \(A_{\text{CC}}\) and \(A_{\text{MLO}}\) are the areas of dense regions of CC view and MLO view mammogram.
2.5 Feature Analysis

2.5.1 Feature selection and classification

In this study, we introduced and adopted a computational method can integrate the feature selection and classification procedures at the same time, which shows advantages in handling high dimensional data. In most existing CAD systems, support vector machine (SVM) is considered as a popular and powerful classification method. However, since the standard SVM decision rule analyzes all the variables without discrimination, redundant variables may affect the classification results negatively (Hastie et al. 2005). This disadvantage can be minimized by adding a feature selection module before applying the data to SVM. However, most feature selectors may not achieve expected performance when the number of instances is smaller than or comparable to the number of image features. In our study, due to (1) the relatively higher correlation between single view features extracted from the MLO and CC view mammograms, and (2) the larger feature pool (set) size than our data sample size, the adding Elastic net (L1 + L1 norm) penalty to SVM is an optimal solution to overcome these restrictions. Thus, in this study, we used an elastic net SVM (EnSVM), so that the feature selection and classification can be achieved simultaneously with penalization method (Ma and Huang 2008) (Ye and Chen 2011).

In brief, given a dataset \((\{x_i, y_i\}_{i=1}^n)\) with \(n\) cases, where \(x_i\) represents predictable variables and \(y_i = \pm 1\) shows its corresponding label. SVM identifies a hyperplane that maximizes the margin of data with different labels by a linear boundary \(f(x) = \sum_{j=1}^{J} w_j x_j + b\), where \(J\) is the number of features. The optimal pair \((\vec{w}, b)\) can be found by solving \(\min_{w,b} \sum_{i=1}^{n} [1 - y_i f(x_i)] + \text{penalty}_w (w)\), where \(i \in (1, n)\) (L. Wang, Zhu, and Zou 2006). Traditionally, there are two types of regularizations, L1-norm penalty and L2-norm penalty. L1 penalty allows the feature selection, and L2 penalty helps groups of correlated variables be selected together (Zou and Hastie 2005). But L2 penalty tends to give similar fitted coefficients to highly correlated features (i.e. grouping effect). An elastic net was proposed as a new
regularization and variable selection method which combines L1 and L2 penalties (Zou and Hastie 2005). The elastic net shows many advantages when handling grouping effects and the situation in which the feature size is greater than sample size. The optimization function thus becomes:

$$\min \sum_{i=1}^{n} [1-y_i f(x_i)], + \frac{\lambda_1}{2} \| \beta \|_1^2 + \lambda_2 \| \beta \|_2$$

where $\lambda_1$ and $\lambda_2$ are tuning parameters for L1 penalty $\| \beta \|_1$ and L2 penalty $\| \beta \|_2$ (L. Wang, Zhu, and Zou 2006). An optimized R package penalizedSVM was used in this study (Becker et al. 2009).

2.5.2 Experiment design and evaluation

All the features from both CC view and MLO view mammograms were sent to our proposed similarity based dual view classification scheme which calculated the similarity scores of every pair of mammograms before further classification (Illustration 2.1). The correlation of feature vectors from two corresponding views varies from case to case: for some cases the CC view mammograms are visually similar to MLO view mammograms, while other cases are very different. However, the highly correlated features will interrupt the performance of classification results, while using the features only from single view will lose the additional information. To solve this problem, we calculated the similarity score for every pair of mammograms, which is the summation of the four normalized similarity features proposed in Section 2.4. According to the similarity scores, all the cases were stratified into high similarity group and low similarity group. For the low similarity cases (i.e., cases with low similarity scores), three EnSVM classifiers were used: two classifiers to compute CC view and MLO view risk scores, and another one for dual view risk scores that used fused features from two views. Then, we combined these three risk scores with a similarity score, and applied Artificial Neural Network (ANN) to generate the final risk score. For the high similarity cases, we predicted the cancer risk scores only using single view features. Since from our previous experiment results, we found that using CC view based image features outperformed using MLO view (W. Sun et al. 2014), we applied the features extracted from CC view mammograms to the classifier. For all the schemes
tested in this study, we added the following genomic biomarkers to the final classifiers: women’s age, body mass index (BMI), family history of breast cancer. The flowchart is shown in Illustration 2.1.

![Illustration 2.1: Flowchart of our proposed similarity based dual view scheme.](image)

To test the efficiency of our proposed algorithm, we compared it with several other schemes. The first two schemes are CC single view scheme (M1) and MLO single view scheme (M2), the third scheme combined and mixed features from two single views together (M3), the fourth scheme used the fusion function to combine the features from dual views (M4), and the last scheme is the similarity based dual view scheme we developed in this study (M5). Based on the follow-ups of the participants after the “prior” negative screening, we divided the women diagnosed as positive into three groups: diagnosed as cancer in less than 12 months after the negative screening; diagnosed as cancer in less than 12 months after the negative screening; detected cancer only after the “current” screening (screen detected cancer). We compared the risk score responses and prediction accuracies of each participating group.

For the evaluation purpose, a 10-fold cross-validation method was applied to train and test the classifier in this study. In each testing case, the final classifier generates a risk classification score ranging from 0 to 1. Then, we applied area under the receiver operating characteristic curve (AUC) to assess the discrimination and calibration performance of our new near-term
breast cancer risk prediction model. The AUCs were computed by ROCKIT program (ROCKIT, http://www-radiology.uchicago.edu/kr/)’. The positive and negative predictive value were also assessed and reported. To evaluate the performance of our scheme on different group of features, we tested on each of the three data groups. All the tests are two-sided, strong family wise error rates were controlled by Tukey multiple-comparisons test and the adjusted p value less than 0.05 were considered as statistically significant.

### 2.6 Deep learning method

#### 2.6.1 Deep learning for breast cancer

Breast cancer is one of leading death cause all over the world and predicting breast cancer risk has been studied more than 30 years (R. A. Smith, Duffy, and Tabar 2012). Breast density has been treated as one of the most important and effective image based breast cancer risk measurements, and higher breast density usually means higher breast cancer risk (Amir et al. 2010). However, the measurements of breast density are based on visual assessment of mammographic density by radiologists, and the density is rated and grouped into four American College of Radiology Breast Imaging Reporting and Data System (BI-RADS) density categories (Nelson et al. 2009). But these subjective ratings are inaccurate or inconsistent due to the large intra- and inter-observer variability (Kopans 2008). From our previous research we also noticed that except density information, other image based features, like texture features, are also important to analyze breast cancer risk (W. Sun, Tseng, Qian, et al. 2015). So how to efficiently design the reliable features is a great challenge for all the breast cancer risk researchers (Wei Qian, Sun, and Zheng 2015)(W. Sun et al. 2014)(W. Sun, Tseng, Zheng, et al. 2015).

Recent three years, convolutional neural network (CNN) (Yann LeCun, Kavukcuoglu, and Farabiet 2010)(Simard, Steinkraus, and Platt 2003) has been showing dramatic power in improving the performance of the state of the art computer vision tasks, including from segmentation to classification. Instead of designing and extracting the computational features from images, CNN can use the image itself as input and learn the features from the training
images itself. We observed this opportunity in improving the performance of near-term breast cancer risk prediction, but like most deep learning algorithms, CNN requires a large number of training data for tuning parameters (Bengio 2009). To collect data for breast cancer risk analysis research, we need the participants have at least two screening mammograms: the “prior” screening with negative diagnosis result, and “current” screening or medical report after 6 to 24 months after “prior” screening. In clinic, the majority women remain negative in the second screening, and to build a balanced dataset, we generally use same amount of negative and positive data. For these reasons, it is extremely hard to generate a large enough dataset for CNN. In this study, we developed a new scheme to use CNN on a limited data set for risk analysis, the details and results are listed below.

2.6.2 Deep learning scheme

From these 420 cases, we get 840 mammograms altogether. The first step is to remove the mammogram labels and background, then we used computer to find the largest containing rectangular in each breast image. The size of these rectangular varies according to the size and shape of the original breast image. From each of the rectangular, we selected 100 52 pixel by 52 pixel region of interests (ROIs). To make these ROIs as much evenly distributed as possible, we meshed each rectangular with a 10 by 10 grid, and the center of each grid is the center of a ROI. If the rectangular is big, there would be some gap among the ROIs; if the rectangular is small, there would be some overlaps. After this step, 840000 ROIs were extracted and used as input for next step. Figure 2.2 showed an example of the ROIs extracted from one mammogram.
Our deep neural network has eight convolutional neural network layers and one fully connected layer. The input image starts with the convolutional layer: a bank of 5 by 5 kernels is convolved with the original ROI in a moving window fashion. These kernels are randomly generated from uniform distribution with zero mean of unit norm. The second layer is the max-pooling layer, the bank of convolved images output the maximum activations in every non-overlapped square region. In convolution layers of our proposed scheme, every odd number layers are convolutional layers, and every even number layers are max-pooling layers. The first two convolutional layers used 5 by 5 kernels, and the last two layers used 3 by 3 kernels. Also, the first and last convolutional layers have six output maps, and the two middle layers have twelve output maps. The fully connected layer transforms the output of the previous layer into a feature vector, and they are fully connected with the two classes (low risk and high risk classes) with a softmax function. The convolutional architecture is shown in Illustration 2.2.
To develop and analyze the best way to use CNN in predicting the near-term breast cancer, we conducted two experiments for comparison. In the first experiment, we used the largest rectangular extracted from the breast area as the input to CNN, and all the rectangular are downscaled to the size of 52 by 52. So the 840 samples will be used for the training and testing. In the second experiment, we used all ROIs extracted from every rectangular to train and test the CNN. The total sample size is 84000. Since we divided one rectangular into many ROIs, we also tested and compared the CNN performance on different number of ROIs extracted from each rectangular at three different levels: 16, 64, 100. The 10-fold cross validation method is used for all experiments.
2.7 RESULTS

2.7.1 Results on ipsilateral view scheme

The region segmentation results showed that the dense regions depicted on the CC and MLO view mammograms are often not identical. As a result, many feature measurements are different in the CC and MLO view projections. To visualize the quantitative differences of these dense regions shown in CC and MLO views, we chose three typical features, size, variance of GLCM matrix, and the relative center differences of the dense regions, to represent the dual view dense region differences. The scatterplot of the three features of dense regions is shown in Figure 2.3.

![Scatterplot of three features of dense region](image)

Figure 2.3: the scatterplot of size, texture characters and the relative location of the dense regions shown on CC and MLO view. (If no dense region was identified on the mammogram, the whole breast region will be used instead.) To display three measurements in one figure, we standardized the data and one unit indicates the one $\sigma$.

Another visualization of these similarity measurements is shown in Figure 2.4. Four groups of ROIs were shown in Figure 2.4, and each group is a typical example of mammogram images with remarkable differences on each of the four similarity features (i.e., overall dual view feature differences, orientation correlation differences, histogram differences, and dense area differences). In each group, there are two pairs of ROI images from CC and MLO views, and one
pair with high similarity and the other pair with low similarity. The correlation of our proposed four similarity features are shown in Table 2.1.

Figure 2.4: Four groups of ROI pairs with each of the four similarity features, group a to d are the examples of overall dual view feature differences, orientation correlation differences, histogram differences, and dense area differences, respectively. In each image group, the first pair of ROIs (sub image 1-2) were extracted from corresponding CC view and MLO view mammograms of the same breast, and they have high similarity feature response; the other pair of ROIs (sub image 3-4) were extracted from another pair of mammograms with low similarity feature response. For example, the overall dual view feature differences of a1 and a2 is relatively low, however, the a3 and a4 ROI pair is relatively higher.

Table 2.1: The correlation of each similarity feature

<table>
<thead>
<tr>
<th></th>
<th>Dual view feature differences</th>
<th>Orientation correlation differences</th>
<th>Histogram differences</th>
<th>Dense area differences</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall dual view feature differences</td>
<td>1</td>
<td>0.73</td>
<td>0.62</td>
<td>0.54</td>
</tr>
<tr>
<td>Orientation correlation differences</td>
<td>1</td>
<td></td>
<td>0.61</td>
<td>0.47</td>
</tr>
<tr>
<td>Histogram differences</td>
<td></td>
<td>1</td>
<td>0.44</td>
<td></td>
</tr>
<tr>
<td>Dense area differences</td>
<td></td>
<td></td>
<td></td>
<td>1</td>
</tr>
</tbody>
</table>

Combining all the single view features from every feature group and the extra two shape and location based features together, we get 466 features for each mammogram. Since the number of features is bigger than the number of samples, many traditional feature selection methods will not work or will give poor results. In our proposed scheme, we used EnSVM for feature selection and classification. For comparison purpose, we also used random forest and Elastic Net as feature selection methods combined with ANN and SVM classifiers. Grid search method was used to optimize the parameters. The experiment results are shown in Table 2.2.
SFFS was used on each group individually, and the final selected features are the combination of selected features from each group.

Table 2.2: Comparison of different feature selectors and classifiers using dual view similarity based scheme.

<table>
<thead>
<tr>
<th>Feature selector</th>
<th>Classifier</th>
<th>AUC</th>
<th>Accuracy</th>
<th># of selected features</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>group 1</td>
</tr>
<tr>
<td>EN</td>
<td>ANN</td>
<td>0.643±0.063</td>
<td>0.600</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td>SVM</td>
<td>0.661±0.056</td>
<td>0.638</td>
<td></td>
</tr>
<tr>
<td></td>
<td>EN</td>
<td>0.654±0.046</td>
<td>0.607</td>
<td></td>
</tr>
<tr>
<td>RF</td>
<td>ANN</td>
<td>0.708±0.031</td>
<td>0.653</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>SVM</td>
<td>0.711±0.039</td>
<td>0.656</td>
<td></td>
</tr>
<tr>
<td></td>
<td>EN</td>
<td>0.622±0.062</td>
<td>0.589</td>
<td></td>
</tr>
<tr>
<td>SFFS*</td>
<td>ANN</td>
<td>0.683±0.050</td>
<td>0.635</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>SVM</td>
<td>0.694±0.034</td>
<td>0.658</td>
<td></td>
</tr>
<tr>
<td></td>
<td>EN</td>
<td>0.619±0.069</td>
<td>0.571</td>
<td></td>
</tr>
<tr>
<td>EnSVM</td>
<td></td>
<td>0.737±0.052</td>
<td>0.694</td>
<td>7</td>
</tr>
</tbody>
</table>

Table 2.3 compares similarity scores, density distributions and predicted risk scores of single view schemes using CC view and MLO view mammograms respectively. All the features and classifiers are the same as dual view scheme, but no similarity features and fused features were used. Based on the prediction results of CC and MLO view mammograms from each case, we got three different types of result: TP-TP, TP-FP, and FP-FP. From the table we can see the percentage of correctly predicted positive cases (TP-TP pairs) is 52.0% (105 out of 202) when analyzing the single view mammogram individually, which is significantly lower than 60.4% (122 out of 202) (Table 2.4) using our proposed dual view scheme. The prediction disagreements mainly happened in less dense cases, BIRADS 2 and 3, which have lower similarity scores.

Table 2.3: The result analysis on CC and MLO single view mammogram risk analysis schemes.
Table 2.4 shows comparison of our proposed scheme with the other four different schemes. The parameters $\alpha$ and $\beta$ are set to 0.2 and 0.6 using grid search method. The Tukey’s pairwise comparison diagram was shown in Figure 2.5, and the confidence intervals were considered for the pairwise differences. The lines were drawn under a group of methods if no pair of treatments in that group is significantly different, and two lines were observed. No significant differences were observed among method 2, 3, 4, and method 1, 4, but method 5 is significantly different from all the other methods in terms of AUC.

Table 2.4: Prediction performance comparisons of different schemes.

<table>
<thead>
<tr>
<th>Index</th>
<th>Method</th>
<th>TP</th>
<th>FP</th>
<th>TN</th>
<th>FN</th>
<th>PPV</th>
<th>NPV</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>M1</td>
<td>CC view</td>
<td>117</td>
<td>44</td>
<td>146</td>
<td>85</td>
<td>0.727</td>
<td>0.632</td>
<td>0.714</td>
</tr>
<tr>
<td>M2</td>
<td>MLO view</td>
<td>113</td>
<td>55</td>
<td>135</td>
<td>89</td>
<td>0.673</td>
<td>0.603</td>
<td>0.689</td>
</tr>
<tr>
<td>M3</td>
<td>CC+MLO</td>
<td>116</td>
<td>42</td>
<td>148</td>
<td>86</td>
<td>0.734</td>
<td>0.632</td>
<td>0.708</td>
</tr>
<tr>
<td>M4</td>
<td>CC+MLO+fusion</td>
<td>119</td>
<td>47</td>
<td>143</td>
<td>83</td>
<td>0.717</td>
<td>0.633</td>
<td>0.711</td>
</tr>
<tr>
<td>M5</td>
<td>Similarity based dual view</td>
<td>122</td>
<td>40</td>
<td>150</td>
<td>80</td>
<td>0.753</td>
<td>0.652</td>
<td>0.737</td>
</tr>
</tbody>
</table>

Figure 2.5: Tukey’s pairwise comparison diagram
From Figure 2.6 we noticed that the average accuracy for women having interval cancer diagnosed in less than 12 months was the highest (75.7%), while the women with the screen detected cancer has the lowest accuracy (66.9%). The predicted risk scores have the similar trend as accuracies. All the adjusted p values (Tukey multiplicity correction) are less than 0.05.

Figure 2.7 shows and compares ROC curves using three different schemes, which were all generated by the ROCKIT program with all 392 cases. Two lower curves are generated by the schemes using either CC view or MLO view mammograms only, and the top curve was generated by the similarity based dual view mammogram scheme.

Figure 2.6: Accuracies and predicted risk scores of each participant cancer group: women who diagnosed with interval cancers with time <12 and >12 months after the negative prior screening, as well as the women who have screen-detected cancers.
For the first experiment, the CNN didn’t converge; for the second experiment, the averaged accuracy is 0.6707 for all the 84000 ROIs (ROI based accuracy) using 10-fold cross validation. Since every breast image has 100 ROIs, and not every ROI has the same predicted risk label, so we set a percentage threshold $t$. If more than $t$ ROIs from one image were predicted as high risk, we regarded this case as high risk case; otherwise, it was treated as low risk case. Based on different threshold $t$, we plotted the ROC curve in Figure 2.8, and the threshold maximize the area of the containing rectangular under the curve is 0.5200. Using this threshold ($t=0.5200$), the case based accuracy is 0.6972 and the ROI based accuracy is 0.6707, while the area under the curve (AUC) is 0.7173 and 0.6982 respectively. We also compared the different number of ROIs at three different levels: 16, 64, and 100 ROIs for each breast image. We compared the case based accuracy and ROI based accuracy, and the results are shown in the Table 2.5.
Figure 2.8 ROC curve using 100 ROIs for each breast image

Table 2.5 Prediction accuracies using different amount of ROIs

<table>
<thead>
<tr>
<th>ROI amount in each breast image</th>
<th>16 (4 by 4)</th>
<th>64 (8 by 8)</th>
<th>100 (10 by 10)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ROI based accuracy</td>
<td>0.6590</td>
<td>0.6664</td>
<td>0.6707</td>
</tr>
<tr>
<td>Case based accuracy</td>
<td>0.6134</td>
<td>0.6523</td>
<td>0.6972</td>
</tr>
</tbody>
</table>

Figure 2.9 shows the some of the examples of feature maps from our CNN structure. These feature maps were generated by computer itself, and it is more representative than human-designed features. Intuitively, they are the combination of density, texture and orientations.

Figure 2.9. Some examples of feature maps generated from our CNN algorithm
Chapter 3: Lung cancer diagnosis

3.1 Rationale

Healthcare industry is facing the opportunities and challenges of big data nowadays. Reports said that at this rate of growth, healthcare data in United States will soon reach the zettabyte (1021 gigabytes) scale (Cottle et al. 2013). If these big data can be effectively synthesized and analyzed, those relations, patterns and trends can be revealed, thus the doctors can provide more thorough and insightful diagnoses and treatments, and potentially resulting in higher quality care at lower costs (Raghupathi and Raghupathi 2014). With the development of precision medicine and radiomics, massive radiomics data collected from multiple modalities in a mineable form are gradually becoming available to build descriptive and predictive models (V. Kumar et al. 2012). Deep structured algorithms have the potential to generate valuable features and reveal the quantitative predictive or prognostic associations between raw data and medical outcomes.

In the last three decades, many researchers have been developing computer aided diagnosis (CADx) algorithms or systems optimized to enhance the performance of radiologists reading and interpreting medical images (Giger, Chan, and Boone 2008)(Wei Qian, Sun, and Zheng 2015). Most of the previous researches are based on manually designed computational features, and these extracted features are sent to linear classifiers to distinguish the benign cases and malignant cases. These features include texture features, density features, morphological features extracted from the original tissue image or region of interest (ROI). For example, area, circularity, ratio of semi-axis are very typical and useful morphological features (Wei Qian et al. 2007); average intensity, mean gradient of region boundary, density uniformity are very common density features used for mass detection (Wei Qian, Li, and Clarke 1999); wavelet features, gray-level co-occurrence matrix (GLCM) features, run length features, local binary pattern (LBP) features, SIFT features are powerful texture features we used for breast cancer risk analysis (W. Sun, Tseng, Zheng, et al. 2015). Feature design is considered as an essential module for most existing CADx, but it is a time consuming and complicated task (D. Kumar, Wong, and Clausi 2015)(Roth et al. 2015)(Way et al. 2009)(Way et al. 2006). Moreover, the combination of well-
designed features may not necessarily produce expected performance without considering the correlation and interaction among different features. Feature selection algorithms like genetic algorithm (GA), sequential forward floating selection (SFFS) can help generate the optimum feature combinations (W. Sun, Tseng, Qian, et al. 2015)(W. Sun et al. 2014), but they become less efficient when the dimension of features is high. In addition, the performance and reproducibility of CADx systems are always controversial topics even for the commercially available systems (Leader et al. 2005)(Zheng et al. 2003). Because different image databases were used to develop different schemes and the results depend heavily on the difficulty of the selected cases (Nishikawa et al. 1994), and current CADx schemes are sensitive to small variations in the digital value matrices that result from operators and machines (Leijenaar et al. 2013)(van Tulder and Bruijne 2016). Some research group already made some progress in using deep learning algorithms on lung cancer diagnosis: Wei Shen et al (Shen et al. 2015a) proposed multiscale convolutional neural network structure on lung cancer diagnosis using 3D data, and they integrated information of ROIs acquired at different scales; Kumar Devinder et al (D. Kumar, Wong, and Clausi 2015) used autoencoder to analyze the diagnostic data from LIDC database.

3.2 MATERIALS

All the data we used in this study is from Lung Image Database Consortium and Image Database Resource Initiative (LIDC/IDRI) public database, which consists of diagnostic and lung cancer screening thoracic CT scans with marked-up annotated lesions (Armato et al. 2011)(Clark et al. 2013). At the time point of this study, there are 1018 cases collected from seven academic centers and eight medical imaging companies in this database with the CT scans slice thickness varies from 1.25 mm to 3 mm and reconstruction interval are between 0.625 mm and 3 mm. The clinical thoracic CT scan images of each case are associated to an XML file with the record of two-phase image annotation process evaluated by four experienced thoracic radiologists. Each radiologist reviewed each CT scan independently and labeled the lesions to
one of the three categories: nodule larger than 3 mm, nodule less than 3 mm, and non-nodule larger than 3 mm. The final opinions were made in the unblinded-read phase based on four anonymized marks. The ratings of 5 malignancy levels were given from each of the four radiologists to all the nodules larger than 3 mm, and level 1 and 2 represent benign nodules and level 4 and 5 denote malignant nodules. Figure 3.1 shows an example of a nodule in original CT scan images and its boundaries marked by four radiologists.

From these 1018 cases, we eliminated cases with no larger than 3 mm nodules or only non-nodule lesions, incomplete cases, and cases with missing truth files. To avoid the partial volume effects caused by different CT scanning protocols across different vendors, bi-cubic interpolation method was used to normalize CT scan volumes resulting in isotropic resolution at all directions. Since the size and shape of segmented nodules in the top layer and bottom layer might dramatically different from the rest of the slices, we removed these two slices if the segmented nodule volume contains three or more slices before interpolation. Then the segmented nodule area in each slice was arranged into a 52 by 52 pixel rectangular according to the following rules: if the segmented area can be fitted into a 52 by 52 pixel rectangular, it was placed to the center of this rectangular; otherwise it was downsampled to the size of 52 by 52 pixels. Every the rectangular was rotated to four different directions (0, 90, 180, 270), and converted to four single vectors with each representing one orientation. All the values in the vectors were downsampled to 8 bits. From these 1018 cases we generated 134668 vectors were obtained and each vector has 2704 elements. The distribution of malignancy levels of the data is shown in Table 3.1. All the intermediate samples (level 3) were eliminated, and 41372 benign samples (level 1 and 2) and 47576 malignant samples (level 4 and 5) were remained and used for this study.

Table 3.1: The distribution of malignancy levels of our dataset

<table>
<thead>
<tr>
<th>Malignancy level</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Amount</td>
<td>15448</td>
<td>25924</td>
<td>45720</td>
<td>20520</td>
<td>27056</td>
<td>134668</td>
</tr>
</tbody>
</table>
3.3 DEEP LEARNING METHODS

In this study, we designed and implemented three state-of-the-art deep structured schemes for nodule diagnosis: CNN, DBN, and SDAE. And for the comparison reason, we also extracted hand-crafted features from three different feature categories to classify the ROIs. In this section, we will introduce every scheme used in this study respectively.

3.3.1 Convolutional Neural Network

Convolutional neural network is the only deep learning algorithm we used without the need of unsupervised pre-training. Because the neural network with several full-connected layers is not practical for training when initialized randomly, the CNN structured we developed in this study is based on LeCun’s model: a fully-connected layer followed by several convolutional layers and subsampling layers, and every layer has a topographic structure (Y. LeCun et al. 1989)(Yann LeCun et al. 1998). The algorithm begins by extracting random sub-patches from the ROIs mentioned above, with the size of the sub-patches referred to as the “receptive field size”. In each layer the neuron is associated with a fixed two-dimensional position and its receptive field is corresponding to the input from previous layer (the first layer is corresponding to the original input image). Several neurons are connected to the same location at every layer, and each neuron is a linear combination of its corresponding neurons in previous layer with its set of input weights. The neurons at different locations are associated with the same set of weights, but different corresponding input patches (Bengio 2009).
The architecture of the proposed CNN is summarized in Illustration 3.1. It contains 8 layers: the first and last layers are input layer and output layer, and the 2, 4, 6 layers are convolutional layers, and the 3, 5, 7 layers are subsampling layers. In particular, the second layer has 12 feature maps connected to the input image through 12 $5\times5$ kernels, followed by a $2\times2$ average pooling layer. The fourth layer has 8 feature maps, and they are all connected to previous layers through 96 $5\times5$ kernels. After another average pooling layer, we obtained the sixth layer with 6 feature maps, and 48 $5\times5$ kernels were used for this layer. In the eighth layer, the input shrunk to $3\times3$ matrices, and they were fully connected by using softmax non-linearity to the 2 output neurons associating with benign and malignant nodules. The output of each layer were contrast normalized and whitened before sending to the next layer (Hyvarinen and Oja 2000). The batch size was set to 100 and the learning rate was set to 0.1 for 100 epochs, the subsampling rate was constantly 2.

Illustration 3.1: The structure of CNN designed in this study. It demonstrates the original image, all the feature maps in convolutional layer, the process of subsampling layer. $W^i$ is the weight matrix in each kernel, $X^i$ is the pixels values of in a patch, and $h^k_{i,j}$ is one hidden unit in layer $k$ at location $(i, j)$.

### 3.3.2 Deep Belief Networks

Another deep learning algorithm we designed and tested in this study was DBN, it is a generative model that combined directed and undirected connections between variables. The model was obtained by training and stacking four layers of Restricted Boltzmann Machine (RBM) in a
greedy fashion. The RBM was used for the unsupervised learning as the start of the algorithm, and the meaningful computational features can be automatically extracted from the training process. The distribution of visible layer $\mathbf{x}$ can be calculated by computing the energy function of RBM:

$$E(\mathbf{x}, \mathbf{h}) = -\mathbf{h}^T \mathbf{W} \mathbf{x} - \mathbf{c}^T \mathbf{x} - \mathbf{b}^T \mathbf{h},$$

where $\mathbf{h}$ is the vector of hidden units, $\mathbf{b}$ and $\mathbf{c}$ are the bias vectors and $\mathbf{W}$ is the weight connecting two adjacent layers.

Each of the first three layers of our proposed scheme contains 400 units, and the top layer contains 1600 units. RBM doesn’t allow the interactions either between the hidden units or between visible units with each other. The DBN we designed in this study followed the work of Hinton et al. (Hinton, Osindero, and Teh 2006), training greedily from lowest layer to the highest layer as an RBM, and the activations of previous layers were served as the input of next layer.

The distribution of hidden unit $h_j$ in the layer $i$ follows the formula:

$$p(h_j^{(i)} = 1 | h^{(i+1)}) = \text{sigm}(b^{(i)} + W^{(i+1)} h^{(i+1)}),$$

the distribution visible unit $x_j$ follows:

$$p(x_j = 1 | h^{(1)}) = \text{sigm}(b^{(0)} + W^{(1)} h^{(1)}).$$

When we reshape each weight vector into an image patch, each value was associated to the pixels at the same position of the input ROI. The positive and negative values of the pixel values at each position represent the increase or decrease the possibility of being 1 of the hidden units. This weight can be treated as the features extracted from the original ROI automatically by the computer. Once a layer is trained, all the parameters including the automatically learnt features were fixed until the whole training procedure for the multilayer DBN was finished. This greedy algorithm is shown to be optimizing the variational lower-bound on the data likelihood, if units in higher layers at least as have many units as each of the lower layers (Lee et al. 2011). The batch size was also set to 100, and the learning rate was set for 0.01 for 100 epochs. The brief idea of the DBN architecture used in this study is shown in Illustration 3.2.
Illustration 3.2: The structure of DBN designed in this study. $h^{(i)}$ is the vector of hidden units in hidden layer $i$, and $W^{(i)}$ is the weight connecting two layers.

### 3.3.3 Stacked Denoising Autoencoder

The last deep learning model we implemented and tested was SDAE (Bengio et al. 2007) and each autoencoder was stacked on the top of each other with the structure very similar to the DBN mentioned above. Autoencoder is another unsupervised algorithm that can automatically extract features from the data, and it is a type of feed forward neural network trained to reproduce the original input at the output layer instead of classifying them into different classes. The autoencoder consists of encoder module and decoder module, and the encoder of layer $i$ can be expressed as:

$$h^{(i)} = \begin{cases} \text{sigm}(b^{(i)} + W^{(i)}h^{(i-1)}), & i > 1 \\ \text{sigm}(b^{(1)} + W^{(1)}\hat{x}), & i = 1 \end{cases}$$

and the decoder of layer $i$ can be expressed as:

$$\begin{cases} h^{(i)} = \text{sigm}(c^{(i)} + W^{(n-i+1)^T}h^{(i-1)}), & i < n \\ \hat{x} = \text{sigm}(c^{(n)} + W^{(1)^T}h^{(n-1)}), & i = n \end{cases}$$
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where $\mathbf{\tilde{x}}$ is the original input vector with randomly added noise and $\mathbf{\hat{x}}$ is the output vector, $\mathbf{h}$ is the vector of hidden units, $\mathbf{W}$ is the weight between adjacent layers, $\mathbf{b}$ and $\mathbf{c}$ are the bias vectors (Vincent et al. 2008). All the parameters were optimized by minimizing the loss function below during the training process:

$$ l = \frac{1}{2} \sum_{k=1}^{2704} (\mathbf{\hat{x}}_k - \mathbf{x}_k)^2 $$

where $\mathbf{\hat{x}}_k$ and $\mathbf{x}_k$ are the element in the noiseless input vector and output vector. For the discrimination purpose, the supervised classifier was added to the last layer of the encoder, and the whole model was trained as a feedforward-backpropagate neural network (Palm 2012).

There were 2000, 1000, and 400 hidden neurons in each autoencoder with corruption level of 0.5. Illustration 3.3 shows the structure of the proposed SDAE. The size of batches was set to 100, and the learning rate was set to 1 for all the 100 epochs. After the unsupervised autoencoder being well-trained, all the parameters were frozen and the weights were used to initiate the supervised neural network for classification.
Illustration 3.3: The structure of designed SDAE. $W_i$ is the weight matrix for layer i in encoder; $W_i^T$ is the weight for decoder and it is the transpose of $W_i$.

3.4 TRADITIONAL CAD SCHEME

For the comparison purpose, we extracted the traditional hand-crafted features from the same ROIs. From our previous experience of developing CADx systems, there are three major categories of computational features: morphological features, density features, and texture features. In this study, we implemented and tested several typical features in each category, and all these features were used in our previous researches and proved to be effective. 35 features were extracted from three categories, and Table 1 listed the descriptions of all these features. Then the kernel based support vector machine (SVM) was used to train the classifier using features from the same categories. We also combined all the features together, and trained the SVM classifier again using the features selected by SFFS.

<table>
<thead>
<tr>
<th>Category</th>
<th>Feature descriptions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Morphological</td>
<td>1) Area, 2) circularity, 3) ratio of semi-axis</td>
</tr>
<tr>
<td>Density</td>
<td>4) Average intensity, 5) standard deviation, 6) entropy</td>
</tr>
<tr>
<td>Texture</td>
<td>GLCM 7) Mean, 8) variance, 9) correlation, 10) uniformity, 11) inertia, 12) inverse</td>
</tr>
<tr>
<td></td>
<td>difference, 13) contrast, 14) sum entropy, 15) homogeneity, 16) angular second moment</td>
</tr>
<tr>
<td></td>
<td>Wavelet 17-20) Mean and 21-24) variance of HH, HL, LH, LL</td>
</tr>
<tr>
<td></td>
<td>Run length 25-26) Long run emphasis, 27-28) short run emphasis, 29-30) low gray-level</td>
</tr>
<tr>
<td></td>
<td>run emphasis, 31-32) high gray-level run emphasis, 33-34) run percentage calculated</td>
</tr>
<tr>
<td></td>
<td>at 0 and 90 degree</td>
</tr>
</tbody>
</table>

To compare the performance of the deep learning features and traditional hand-crafted features, we tested all the algorithms based on the same ROIs extracted by the method mentioned above. There are some ROIs extracted from the same case, in order to completely separate the training data and testing data, we applied 10-fold cross-validation method for all the cases, and all the ROIs associated to the cases from the training folds were used for training, while the ROIs corresponding to the cases from the testing fold were used for testing. All the tests were two-sided and p value <0.05 were considered as statistically significant.
3.5 Results

The three deep learning algorithms have many parameters including the filter size, learning rate, corruption level, etc. In order to find the best parameters for each algorithm, we tested all the combinations of the candidate parameters recommended by existing publications and our previous experience. The candidate parameters of each algorithm are listed in Table 3.3, and the parameter combinations used in the schemes achieved the top 3 performance for each algorithm are shown in Table 3.4.

Table 3.3: Tested combinations of parameters for CNN, DBN, and SDAE

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Parameters</th>
<th># of layers</th>
<th># of Kernels in one layer</th>
<th>Alpha</th>
<th>Kernel size</th>
</tr>
</thead>
<tbody>
<tr>
<td>CNN</td>
<td>Candidate values</td>
<td>6, 8, 10, 12</td>
<td>48, 32, 24, 16, 12, 8, 6</td>
<td>0.01, 0.1, 1</td>
<td>3, 5</td>
</tr>
<tr>
<td>DBN</td>
<td>Candidate values</td>
<td>2, 3, 4, 5</td>
<td>100, 400, 700, 1000, 1300, 1600, 2000</td>
<td>0.01, 0.1, 1</td>
<td></td>
</tr>
<tr>
<td>SDAE</td>
<td>Candidate values</td>
<td>2, 3, 4, 5</td>
<td>36, 64, 256, 625, 1225, 2500, 3600, 4900</td>
<td>0.01, 0.1, 1</td>
<td>0.25, 0.5, 0.75</td>
</tr>
</tbody>
</table>

Table 3.4: The parameters used in the top 3 performance architectures of each deep learning algorithm and their performance based on 10-fold cross-validation

<table>
<thead>
<tr>
<th>CNN</th>
<th># of layers</th>
<th>Architecture</th>
<th>Alpha</th>
<th>Kernel size</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>12, 8, 6</td>
<td>0.1</td>
<td>5, 5, 5</td>
<td>0.8175</td>
</tr>
<tr>
<td></td>
<td></td>
<td>12, 8, 6</td>
<td>0.1</td>
<td>5, 5, 3</td>
<td>0.8163</td>
</tr>
<tr>
<td></td>
<td></td>
<td>24, 16, 12, 8</td>
<td>0.1</td>
<td>5, 5, 5</td>
<td>0.8143</td>
</tr>
<tr>
<td>DBN</td>
<td># of layers</td>
<td># of units in one layer</td>
<td>Learning rate</td>
<td>Accuracy</td>
<td></td>
</tr>
<tr>
<td>---------</td>
<td>-------------</td>
<td>-------------------------</td>
<td>---------------</td>
<td>----------</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>400, 400, 400, 1600</td>
<td>0.01</td>
<td>0.8220</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>400, 400, 400</td>
<td>0.01</td>
<td>0.8196</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>700, 700, 700</td>
<td>0.01</td>
<td>0.8188</td>
<td></td>
</tr>
<tr>
<td>SDAE</td>
<td># of layers</td>
<td># of units in one layer</td>
<td>Learning rate</td>
<td>Corruption level</td>
<td>Accuracy</td>
</tr>
<tr>
<td>---------</td>
<td>-------------</td>
<td>-------------------------</td>
<td>---------------</td>
<td>------------------</td>
<td>----------</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2500, 1125, 256</td>
<td>1</td>
<td>0.5</td>
<td>0.8001</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3600, 1125, 256</td>
<td>1</td>
<td>0.5</td>
<td>0.7986</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1125, 1125, 1125</td>
<td>0.1</td>
<td>0.25</td>
<td>0.7969</td>
</tr>
</tbody>
</table>

Figure 3.2 shows the kernels in the second layer and fourth layer of our CNN algorithm. The kernels in both layers cannot be directly analyzed with respect to what detectors they are as we expected (like curvy stroke detectors in hand written digit image recognition), and most of them are less well-defined detectors. However, there does seem to be some structure in the
kernels reflecting that the feature maps are still resembling the part of nodule corners and emphasizing structures of the nodules. Figure 3.3a shows the feature maps from the second layer: Figure 3.3a shows all the feature maps corresponding to one kernel in this layer, and Figure 3.3b shows the feature maps of one patch corresponding to all the 12 kernels in layer 2. We can easily see the contours of different nodules (Figure 3a), and each patch was decomposed into 12 patches with each one representing different texture of the nodule.

Figure 3.2: The visualization of the kernels of the second layer (a) and fourth layer (b) in the CNN.

Figure 3.3: Some examples of the feature maps in the second layer of CNN. (a) Different patches in one feature map in layer 2. (b) One patch in 12 different feature maps in layer 2.
Figure 3.4 shows the visualization of the weights of the first layer in DBN. Each square represents the weight between one hidden unit and the pixel of the original image at the same position. The grey pixel denotes 0 in the weight matrix; white pixels represent positive values and increase the possibility of the hidden value being 1; black pixels represent negative values and decrease the possibility. These weights can be regarded as the automatically extracted features, and they have much more meaningful curvy stroke detectors compared to the kernels in CNN (Figure 3.2). Also, we can see the whiter pixels and darker pixels tend to be close together in spatially localized region. The extracted features from SDAE are shown in Figure 3.5, and you can see some meaningful detectors, but they are not as obvious as DBN.

Figure 3.4: The visualization of 400 weights in the first layer of DBN. The amplified images on the right side are some example of weights representing curvy stroke detectors.
Figure 3.5: The visualization of 100 random weights in the first layer of SDAE.

To compare the performance of automatically generated features and traditional hand-crafted features we tested the seven different schemes using the same segmented ROIs: three deep learning algorithms, three categories of traditional hand-crafted features with SVM (i.e., density features, morphological features, and texture features), and the combination of all hand-crafted features with SVM. Table 3.5 shows the performances of these seven schemes. Since the merge of three different categories result in 34 features, SFFS was applied for feature selection and the final selected features are feature 1, 3, 8, 9, 18, 23, 26, 29. From the table, we can see DBN has the highest accuracy (0.8220) and AUC (0.8651±0.2026) among all these seven schemes, SDAE has the highest sensitivity (0.8354) and traditional CADx has the highest specificity (0.8743) which is slightly higher than DBN (0.8696).

Table 3.5: The comparison of accuracies and AUCs generated by the seven different schemes, and the highest value for each measurement is highlighted **bold**

<table>
<thead>
<tr>
<th></th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>Accuracy</th>
<th>AUC</th>
<th># of used features</th>
</tr>
</thead>
<tbody>
<tr>
<td>CNN</td>
<td>0.7724</td>
<td>0.8376</td>
<td>0.8175</td>
<td>0.8483±0.1674</td>
<td>96</td>
</tr>
<tr>
<td>DBN</td>
<td>0.7186</td>
<td>0.8696</td>
<td><strong>0.8220</strong></td>
<td><strong>0.8651±0.2026</strong></td>
<td>400</td>
</tr>
<tr>
<td>SDAE</td>
<td><strong>0.8354</strong></td>
<td>0.7913</td>
<td>0.8001</td>
<td>0.8413±0.2941</td>
<td><strong>2000</strong></td>
</tr>
<tr>
<td>Density features with SVM</td>
<td>0.6042</td>
<td>0.6731</td>
<td>0.6676</td>
<td>0.7152±0.3672</td>
<td>3</td>
</tr>
<tr>
<td>Texture features with SVM</td>
<td>0.6411</td>
<td>0.7983</td>
<td>0.7409</td>
<td>0.7914±0.2419</td>
<td>3</td>
</tr>
<tr>
<td>Morphological features with SVM</td>
<td>0.6796</td>
<td>0.8463</td>
<td>0.7814</td>
<td>0.8242±0.1952</td>
<td>28</td>
</tr>
<tr>
<td>Combined features with SVM</td>
<td>0.6935</td>
<td><strong>0.8743</strong></td>
<td>0.8050</td>
<td>0.8443±0.2337</td>
<td>8</td>
</tr>
</tbody>
</table>
We also computed the p values of the classifiers for CNN, DBN, SDAE and traditional CADx system (the top four best schemes in Table 3.5), and they were all less than 0.0001 which were all statistically significant. Even though we used the term features for the comparison in Table 3.5, please be noted the meaning of the features in traditional CAD and deep learning schemes are different. Then we compared the predicted nodule malignancy scores of case generated from each one of these four schemes. After the normalization of these scores of each scheme and we performed F test on the scores from each pair of these schemes (Table 3.6). From the results, it can be noted that the predicted score is significantly different from all the other schemes, and the predicted scores from CNN and SDAE were not statistically different with each other at the level of critical value = 0.05. We also calculated the Akaike Information Criterion (AIC) (Akaike 1974) and Bayesian Information Criterion (BIC) (Schwarz 1978) for these four schemes (Table 3.7) and their ROC curves are shown in Figure 3.6. The results showed DBN has the best AIC and BIC.

Table 3.6: P values of F test on the predicted nodule malignancy scores using different schemes
(Null hypothesis: true ratio of variances is equal to 1)

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Traditional CADx</th>
<th>CNN</th>
<th>DBN</th>
</tr>
</thead>
<tbody>
<tr>
<td>CNN</td>
<td>0.02058</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DBN</td>
<td>2.2E-16</td>
<td>1.68E-12</td>
<td></td>
</tr>
<tr>
<td>SDAE</td>
<td>0.04866</td>
<td>0.7306</td>
<td>1.36E-13</td>
</tr>
</tbody>
</table>

Table 3.7: AIC and BIC of four different schemes

<table>
<thead>
<tr>
<th></th>
<th>Traditional CADx</th>
<th>CNN</th>
<th>DBN</th>
<th>SDAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>AIC</td>
<td>1460.058</td>
<td>1475.598</td>
<td>1350.076</td>
<td>1486.608</td>
</tr>
<tr>
<td>BIC</td>
<td>1470.834</td>
<td>1486.373</td>
<td>1360.852</td>
<td>1497.383</td>
</tr>
</tbody>
</table>
To compare the data differences mislabeled by DBN (the best performed deep learning algorithm in this study) and currently popular CADx, we calculated all the 34 hand-crafted features of all the nodules mislabeled by traditional CADx (group a) and DBN (group b), and compared their average values for each feature in both groups. No significant differences were found for all features extracted from the nodules in both groups (at critically value = 0.05). The largest difference is the standard deviation (feature 5) with average values from nodules in group a 2.35% larger than group b. Figure 10 shows some nodule examples mislabeled by DBN but correctly labeled by traditional CADx (Figure 3.7a) and nodules mislabeled by traditional CADx but correctly labeled by DBN (Figure 3.7b).
Figure 3.7: Some example nodules a) mislabeled by DBN but correctly labeled by traditional CADx; b) mislabeled by traditional CADx but correctly labeled by DBN.
Chapter 4: Conclusion

4.1 Breast Cancer Risk Analysis

Developing computerized scheme that can generate clinically acceptable results to stratify women into near-term high and low cancer risk group is of significant importance to improve efficacy of current population-based uniform mammogram screening paradigm. As a result, only a small fraction of women have to be screened more aggressively, while the majority can be recommended to get the screening in longer intervals until their cancer risk flag being changed in future assessment. Since in clinical practice, the radiologists qualitatively assess the CC view and MLO view mammograms of each breast to give more accurate evaluation, combining the information from two views in computerized scheme should increase the risk analysis performance. Based on this assumption, we developed and investigated a novel scheme to combine the information from MLO view and CC view mammograms for near-term cancer risk prediction. To the best of our knowledge, this is the first publication on breast cancer risk scheme using dual view ipsilateral mammograms. Compared to conventional risk models aiming to predict long-term or life time cancer risk, our model is focused on stratifying women into high risk and low risk groups of developing breast cancer in near-term (i.e., the next sequential mammography screening examination). The results showed our scheme can generate a higher AUC and lower FP rate compared to the single view scheme. The results also demonstrated that our scheme has a significantly better performance in predicting the development of breast cancer within 12 months after their “prior” negative screening than after 12 months.

To have a better understanding of utilizing the ipsilateral view mammograms, effectively combining the features from the different views is the most challenging step. In our study, we analyzed CC and MLO view cancer risk prediction individually, and we found that the prediction disagreements are more likely happened in less dense cases (BIRADS 2 and 3) and these case tend to have lower similarity scores. Due to this discovery, we designed the similarity score based dual view risk analysis scheme. Because the variations and consistency of CC view and
MLO view mammograms may vary dramatically from case to case, the correlations of the features from two views can also be very different. This brought a big challenge to the classifiers, for most of the supervised classification methods may not work well on highly correlated data. Until today, no ipsilateral view schemes have been reported for breast cancer risk analysis, only some literatures for dual view breast cancer detection CAD systems. In a recent paper, Maurice et al. (Samulski and Karssemeijer 2011) computed absolute differences of mass likelihood of each view, and used this as a similarity feature to detect the breast cancer. In the mass detection paper of Jun et al. (J. Wei et al. 2009), for each object, they used two scores from single view system (one score for each view) and one score from fused dual view system, and the final classifier was trained by these three scores. In another similar study by Xuejun et al. (X. Sun, Qian, and Song 2004), they combined the single view features and concurrent features together to train the classifier. In this study, we proposed a novel similarity based dual view system which considered the similarity of CC and MLO view mammograms. For the high similarity cases, the single view system will be used for risk prediction; for the low similarity cases, we incorporated two single view score, one fusion score and one similarity score for the final classification. From the results, we observed a significant AUC improvement and FP reduction using our similarity based dual view system compared to the single view system. The proposed system also outperformed the simple dual view system that did not consider the similarity information. The similarity measurement filtered the highly correlated dual view cases, so that the overall correlation of the two view features remained relatively low. For the cases with high similarity, two views will not give significant extra information compared to one view, but the cost of feature correlation increase cannot be overlooked.

In order to capture the characteristics of each pair of mammograms, identifying the effective computerized image features is important. Three different types of features were investigated in this study: single view features, similarity features and fused features. First, for single view features, we tested six different groups of features, including texture features and density features. All these features were extracted from both whole breast areas and dense
regions. Second, we proposed four similarity features to measure the degree of similarity each pair of mammograms. So the high similarity case will be sent to the single scheme and the low similarity case will be sent to high similarity scheme. Third, we developed an ipsilateral feature fusion formula to combine the information from two views. In addition to this formula, we also tested the other three fusion formulas: \( \max(CC, MLO) \), \( \min(CC, MLO) \), \( \frac{1}{2}(CC + MLO) \). And we found the reported two equations are the best combination to integrate the two view features and then build the dual view classifier.

Compared to our previous studies, we combined dual view mammogram information to predict cancer risk for the first time. From our previous research results (W. Sun, Tseng, Qian, et al. 2015), we think certain amount of computational features is essential to make a better risk analysis. In this study, the dual view mammograms generated more features than single view. Several methods for combining the features from dual view mammograms were tested, and the results show combining dual view features with similarity information outperforms other strategies. Since the selected method generates a large number of features, choosing a suitable feature selector and classifier is important. In our scheme, we used EnSVM method which serves as a feature selector and a classifier at the same time. This method is good at dealing with large number of features and minimizes the influence of group effect. With this property, it is possible for us to incorporate and test features extracted from different views of mammograms and different sub-regions on each of them.

Despite the encouraging results, this study still has some limitations. First of all, our proposed scheme was tested in a limited dataset, so the efficiency and robustness of our algorithm on the general screening population need to be investigated in further studies. Second, more methods for efficiently combining the dual view features can be developed and compared. Third, we used some genomic biomarkers as the features in our system, the best combination of these features and how to effectively combine them with image based features need to be investigated in future. The last but not the least, the situations where the number of features
exceeds the number of total sample size still remains a challenging and hot topic in machine
learning and statistics areas. Many powerful classifiers are designed and published every year,
and we will integrate the new classifiers to our system in future.

From the deep learning results we also found the potential of deep learning in breast
cancer risk analysis. Our proposed scheme also achieved the desirable results. One of the biggest
obstacle of using deep learning algorithm in breast cancer risk analysis is to identify the
appropriate ROI input. Because the cases used in risk analysis haven’t formed the obvious mass,
so we cannot locate the suspicious areas like mass detection. Our proposed scheme provided a
possible solution to generate the ROIs. Another alternative solutions will be studied in future.

4.2. LUNG CANCER DIAGNOSIS

This study supported deep learning algorithms with automatically generated features have
comparable discriminative power to the currently popular CADx systems with traditional hand-
crafted features in complicate medical image analysis like lung nodule CT image diagnosis, and
the well-tuned deep learning algorithms have supreme performance than traditional CADx in
terms of AUC and accuracy (Table 5). The results showed there is no observed bias in
misclassified data from deep learning algorithms compared to traditional CADx, a deep learning
based computerized lung nodule diagnosis scheme was able to differentiate the malignant and
benign lung nodules with relatively higher AUC of 0.8651±0.2026.

To the best of our knowledge, this study is the first reported study on deep learning
algorithms for lung cancer nodule image diagnosis, and systematically compared the
performance of deep structured algorithms and currently popular CADx systems. A good feature
should be invariant and selective at the same time. In the current popular CADx systems, all the
computational features are manually designed. Designing and choosing features are difficult and
time-consuming, the selected combination of certain features cannot guarantee satisfying results
if not considering the correlations between each feature. Even the finalized features is able to
produce good performance on the validation dataset, the the performance is still uncertain when
shifting to another dataset because the current CADx systems are very sensitive to small variations, which made the validity and reproducibility of the CADx systems a controversial topic (Leader et al. 2005)(Zheng et al. 2003). In the era of big data and radiomics, the large amount of accessible data can change the dataset dramatically. Deep learning algorithms with their ability of handling large scale of data and automatically generating computational features might have the potential in maintaining a sustainable and reliable performance on the ever-changing dataset. In this paper, we visualized the automatically generated features from CNN, DBN and SDAE, and compared their performance with traditional density features, morphological features and texture features. All these three deep learning algorithms generated meaningful features at different levels, but compared to the automatically generated features in simple image recognition tasks (Schmidhuber 2015), these features are less visually meaningful. One possible explanation is lung nodule diagnosis task is much more complicated than handwritten digit recognition task, even the radiologists in clinics cannot reach an agreement in a lot of times, so it will be harder to automatically extract visually meaningful detectors. The classification results showed all the three deep learning algorithms generated better performance than the scheme using each of the single categories of traditional features, and comparable results of the scheme using features combined from all the three categories. DBN achieved the highest AUC and lowest AIC, BIC among all the tested schemes (Table 5, 7), and the results are significantly different from CNN, SDAE and traditional CADx system. The AUCs, AICs, and BICs of the other three schemes are very close to each other. It was noted that DBN has the most meaningful automatically generated features compared to the CNN and SDAE, and it has also achieved the best performance.

Deep learning algorithms require input data has the same size, and this study provided a possible procedure of preprocessing the medical data so that the deep learning algorithms can be applied to these processed data. The original segmented nodules are of different sizes, and the length of a large nodule might span more than 200 pixels. If we use the rectangular contains the largest nodule as the input for the training and testing, it will end up more than 40000 pixels in
one sample, which makes the dimension of the data even larger than the number of entries. This situation should be generally avoided because the classifiers can hardly generate satisfying and reliable results because of the “curse of dimensionality” (Bellman 1957). On the other hand, if we downsample all the segmented nodules into a small matrix, much useful information will be lost. Considering the nodule size is an important feature (the single most important one (Wiemker et al. 2009)), we downsampled the large nodules and kept the original size of the smaller nodules so that every nodule image was fitted into a rectangular of same size. In this way, we preserved the size information for the deep learning algorithms, and the similar procedure can also be used for other deep learning based medical image analysis.

We also compared the mislabeled data from deep learning algorithm and traditional CADx. From the three tested deep learning algorithms, we chose the DBN, the one with the best performance, for the comparison. All the data mislabeled by DBN and traditional CADx systems were selected and we measured these data differences by computing all the 34 computational features discussed above. There is no statistically significant difference of every calculated feature between these two groups. This demonstrated DBN doesn’t have any bias on the mislabeled data compared to the CADx system, which supported our hypothesis that automatically generated features by deep learning algorithms have great potential in medical image analysis.

Although the results are encouraging, we recognized this was a preliminary study. Firstly, we only tested limited number of layers in our implemented deep learning algorithms, but some deep learning algorithms applied in other areas have very complicated hierarchical structures and very deep layers (Szegedy et al. 2015). The depth of this structure is like the complicity of human’s brain, so increase the number of layers might help improving the performance of the diagnosis. We cannot draw the conclusion that DBN is the better than CNN and SDAE for lung nodule diagnosis, because the deeper structured CNN or SDAE might have significantly improved results. Secondly, the optimum size of input for the deep algorithm has not been investigated. In this study, we chose 52 by 52 pixel input size because of the consideration of the
balance with the size of available dataset, computational efficiency, and the restrictions of CNN (the iterative of pooling and convolution in CNN will change the size of the image). Third, even though we used the largest available public lung cancer dataset, the size of the dataset is still a limitation for deep learning algorithms, because the numerous parameters inside the algorithms require a large dataset for good training results. With larger dataset, we can also test larger input ROIs with deeper layers structured algorithms.

In summary, we investigated and implemented three deep learning algorithms using LIDC lung cancer database, and the results showed the deep structured algorithms with automatically generated features can compete with traditional CADx systems using manually designed features. The potential of deep learning algorithms has been demonstrated in this study even using the structures with limited depth of layers. The performance of deep learning algorithms needs to be further tested using deeper layered algorithms and larger dataset in the future studies. If succeeds, the deep learning algorithms can significantly improve the accuracies of computerized lung cancer analysis systems, and we believe it holds promise as a scalable algorithm for learning hierarchical representations from other high-dimensional, complex medical image data.
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