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Abstract
Ladner’s 1975 result says that any NP-complete problem – i.e., in effect, any maximally complex problem – can be reduced to solving two easier problems. This result sounds counter-intuitive: if a problem is maximally complex, how can it be reduced to simpler ones? In this paper, we provide an intuitive explanation for this result. Our main argument is that since complexity and easiness-to-divide are not perfectly correlated, it is natural to expect that maximally complex problem is not maximally difficult to divide. Our related argument is that – as this result shows – NP-completeness is a sufficient but not a necessary condition for a problem to be maximally complex; how to come up with a more adequate notion of complexity is still an open problem.

1 Formulation of the Problem
Ladner’s result: a brief description and why it is counter-intuitive. Ladner’s 1975 result (see, e.g., [1, 3]) says that any NP-complete problem – i.e., in effect, any maximally complex problem – can be reduced to solving two easier problems.
This result sounds counter-intuitive: if a problem is maximally complex, how can it be reduced to simpler ones?

What we do in this paper. In this paper, we provide an intuitive explanation for this result.
To provide this explanation, we first need to recall what is NP-completeness and what exactly is Landers’s result. This will be done in the remaining part of this section. The next section will contain our explanation.
**Which algorithms are feasible: a brief reminder.** The definition of NP-completeness is based on the notion of a feasible algorithm. Thus, in order to explain what is NP-completeness, we first need to explain what is a feasible algorithm.

This notion formalizes the intuitive idea that while some algorithms are practically feasible, other algorithms require so much computation time that they are not practically possible. For example:

- an algorithm that requires computation time $n^2$, where $n$ is the length of the input, is usually practical, while

- an algorithm that requires computation time $2^n$ is not -- since even for reasonable-size inputs $n \approx 500$, the resulting computation time would exceed the lifetime of the Universe.

Usually:

- polynomial-time algorithms -- i.e., algorithms $A$ whose running time $t_A(x)$ on each inputs $x$ do not exceed some polynomial $P(n)$ of the length $n = \text{len}(x)$ of the input -- are feasible, while

- algorithms for which $t^w_A(n) = \max_{x: \text{len}(x) \leq n} t_A(x)$ is not bounded by any polynomial are not feasible.

Because of this, usually, an algorithm is defined to be feasible if it is polynomial-time; see, e.g., [2, 4].

**Comment.** It is well known that this definition is not perfect; e.g.:

- an algorithm that takes time $t^w(n) = 10^{500} \cdot n$ is polynomial-time but not practically feasible, while

- an algorithm that takes time $\exp(10^{-20} \cdot n)$ is practically feasible but not polynomial-time.

However, this is the most adequate definition we have.

**What is a “problem”**. Another important notion needed to explain what is NP-complete is the notion of the class NP. This notion comes from the attempt to formally describe the intuitive idea of a (general) problem.

In all practical situations, when we formulate a problem, we expect that there is a clear and feasible way to check whether a given candidate for a solution is indeed what we want.

For example, in mathematics, the main activity is proving theorems. Once we have a formulation,

- finding a proof is difficult -- it may take hundreds of years for the whole mathematical community -- but
• once a detailed proof is presented, it is relative easy to check step-by-step that the proof is correct: e.g., computer programs for checking proofs were available already in the 1960s, when computers were much slower.

Similarly, in physics,

• finding a law that explains all the observations may be difficult, but

• once the explaining formula is found, checking that all the observations are consistent with this formula is straightforward.

In engineering,

• it is sometimes difficult to find a design that satisfies the given specifications – e.g., designing a compact antenna for a smart phone requires complex computations – but

• once a design is presented, it is usually straightforward to check that this design satisfies all the desired specifications.

In all these cases, we are given some information \( x \), and we want to find some object \( y \) that satisfies a feasible property \( C(x, y) \).

In all these cases, an additional requirement is that the length of \( y \) should be feasible, i.e., similarly to time, that the length of \( y \) not exceed some polynomial of the length of \( x \): \( \text{len}(y) \leq P_\ell(\text{len}(x)) \). Indeed:

• In mathematics, if a proof is too long, it is not possible to check it.

• In physics, if a formula is too complex, it is worthless: we could as well use, e.g., piece-wise linear interpolation of the experimental data.

• In engineering, if the design is too complicated, it is not feasible to complement, etc.

In all these cases, we have a feasible algorithm \( C(x, y) \) and we have a polynomial \( P_\ell(n) \). The problem is: given \( x \), find \( y \) such that \( C(x, y) \) and

\[
\text{len}(y) \leq P_\ell(\text{len}(x)).
\]

Such a solution \( y \) is not always possible. So, before we solve the problem of actually finding \( y \), we need to check whether such a \( y \) exists – or, in set-theoretic terms, whether \( x \) belongs to the set \( S \) of such \( x \)’s for which the corresponding \( y \) exists.

The class of all such checking problems is known as NP, for Non-deterministic Polynomial. This name came from the fact that in all such problem,

• once we guessed a solution \( y \),

• we can check, feasibly (i.e., in polynomial time) whether this guess is indeed a solution.
In other words, we can solve this problem in polynomial time if, in addition to computations, we allow guesses – such general “computations” are known as non-deterministic.

Comment. Not all the problems belong to the class NP. For example, if we are looking for an optimal solution, then there is no easy general way to check that a given candidate is indeed an optimal solution: that would require comparing it with all other possible solutions, and there are usually exponentially many of them.

However, in practice, what we really want is, e.g., a solution and a proof that this solution is optimal – it is always feasibly checkable, otherwise this problem is not practically useful.

Is NP equal to P? Some problems from the class NP can be solved by feasible (polynomial-time) algorithms. The class of all such problems is usually denoted by P.

Maximally computer scientists believe that there are problems that cannot be solved by feasible algorithms, i.e., that NP ≠ P. However, no one has been able to prove or disprove this, it is still an open problem. In this paper, we will operate under the assumption that NP ≠ P.

The notion of reduction. The last auxiliary notion that we need to explain what is NP-completeness is the notion of reduction.

Often, one general problem can be reduced to another one, in the sense that for each particular instance of the first problem we can feasibly compute one (or several) instances of the second problem so that, based on the solution(s) to the second problem, we can feasibly compute the solution to the original problem.

For example, equations $a \cdot x + \frac{b}{x} = c$ can be reduced – by multiplying by $x$ – to quadratic equations. Similarly, the general problem of quadratic equations can be reduced to solving cubic equations: to perform this reduction, it is sufficient to add the term $0 \cdot x^3$ to the left-hand side of the quadratic equation $a \cdot x^2 + b \cdot x + c = 0$.

The notion of NP-completeness. If a problem A can be reduced to a problem B, this means, intuitively, that the problem B is:

• either more complex than the problem A (as in the case of quadratic vs. cubic equations)

• or of the same complexity (as in the first example of reduction).

Thus, if we have a problem from the class NP to which every other problem from NP can be reduced, then such a problem is clearly maximally complex. Such problems are called NP-complete.

Ladner’s result. In 1975, Richard E. Ladner proved that, if NP ≠ P, then every NP-complete set $S$ can be represented as a union $S = S_1 \cup S_2$ of two disjoint set sets $S_1$ and $S_2$ none of which is NP-complete; see, e.g., [1, 3].
Why this result is somewhat counterintuitive. What Ladner’s result shows is that we can reduce the original NP-complete problem of checking whether a given input belongs to the set $S$ to two easier problems of checking whether $x \in S_1$ or $x \in S_2$. Once we have a positive answer to one of the two new problems, this means that $x \in S$—and vice versa, if $x \in S$, this means that either $x \in S_1$ or $x \in S_2$.

But if the original problem $S$ is NP-complete—i.e., maximally complex—how can it be reduced to simpler ones? That would make this problem easier.

What we do in this paper. In this paper, we provide an intuitive explanation of Ladner’s result—an explanation that, hopefully, makes it less counterintuitive.

2 Our Main Argument

Let us reformulate our situation in general terms. To describe our explanation, let us reformulate the situation in general terms. We have two functions:

- a function that describes the complexity of a problem $A$; we will denote this function by $f(A)$, and
- a function that describes to what extent the given problem is difficult to divide into two easier-to-handle ones; we will denote the second function by $g(A)$.

Ladner’s result is that problems that maximize $f(A)$ do not maximize $g(A)$—although these two functions are clearly strongly correlated. How can we explain this?

The two functions are different. First, let us notice that the functions $f(A)$ and $g(A)$ are different—in the sense that they lead to different order between problems.

A classical example of this difference comes from linear programming (LP)—i.e., checking whether a given finite set of linear inequalities $\sum_{j=1}^{n} a_{ij} \cdot x_j \leq b_i$, with known $a_{ij}$ and $b_i$ and unknown $x_j$, is consistent. This problem is known to be maximally difficult to parallelize—P-hard—thus, maximally difficult to divide into two easier-to-handle cases. However, this is not maximally complex problem at all: it is actually in the class P; see, e.g., [4].

Thus, we have a clear case when the function $g(A)$ attains its maximum, while the value of the first function $f(A)$ is much much smaller than its maximum value. Thus, the functions $f(A)$ and $g(A)$ are indeed different.

When do maxima of two functions always coincide? In general, if we have two functions on a set, when do these two function attain their maxima on exactly the same elements?
In general, we are talking about conditional maxima, i.e., maxima on a subset $A$ of the set $U$ of all the elements. One can easily check that the two functions leads to the maximal elements on each subset $A$ of the set $U$ of all elements if and only if they generate the same order:

**Proposition 1.** Let $f, g : U \to L$ be two functions from a set $U$ to a partially ordered set $L$. Then, the following two conditions are equivalent to each other:

- for every subset $A \subset U$, the sets of all $f$-largest and $g$-largest elements of $A$ coincide:
  \[ \{ A \in A : \forall B \in A(f(B) \leq f(A)) \} = \{ A \in A : \forall B \in A(g(B) \leq g(A)) \}; \]
- the functions $f$ and $g$ lead to the same order, i.e., for all $A, B \in U$, we have $f(A) \leq f(B)$ if and only if $g(A) \leq g(B)$.

**Proof.** Clearly, if $f$ and $g$ lead to the same order, then the set of $f$-largest and $g$-largest elements coincide.

Vice versa, if the sets of $f$-largest and $g$-largest elements always coincide, then, for all $A$ and $B$, we can consider the set $A = \{ A, B \}$. If $f(A) \leq f(B)$, this means that $B$ is in the set of $f$-largest elements. Thus, $B$ is also in the set of $g$-largest elements, and therefore, $g(A) \leq g(B)$.

Same argument shows that if $g(A) \leq g(B)$ then $f(A) \leq f(B)$. The proposition is proven.

**This is related to Kendall’s tau.** If the two functions $f(A)$ and $g(A)$ were perfectly aligned, we would always have $f(A) \leq f(B)$ if and only if $g(A) \leq g(B)$.

We know that our two functions are strongly related but not perfectly aligned. Thus, for pairs $(A, B)$, the $f$- and $g$-orders sometimes differ.

In statistics, such a situation is well-known, it is described by *Kendall’s tau* (see, e.g., [5]), which is defined as $\tau = 2r - 1$, where $r$ is the proportion of all the pairs $(A, B)$ for which $f$- and $g$-orders coincide.

The fact that for some pairs, $f$- and $g$-orders differ means that in our case, we have $r < 1$.

**What is the probability that an $f$-largest element is also $g$-largest: an intuitive estimate and the resulting explanation of Ladner’s result.**

An element $A$ is $f$-largest if $f(B) \leq f(A)$ for all $B$. What is the probability that this element is also $g$-largest, i.e., that we have $g(B) \leq g(A)$ for all $B$? For each $B$, the probability that $g(B) \leq g(A)$ is equal to $\tau$ by definition of the quantity $r$. We have no reason to believe that these is a positive or negative correlation between inequalities corresponding to different elements $B$. Thus, it is reasonable to assume that these inequalities are independent.

Due to the independence assumption, the probability that we have $g(B) \leq g(A)$ for all $B$ can be estimated as the product of the corresponding probabilities, i.e., as $r^N$, where $N$ denotes the overall number of elements in the set $U$. 
In our case, \( N \) is large, so \( r^N \) is practically 0. Thus, the probability that an \( f \)-largest (i.e., NP-complete) problem is also \( g \)-largest (i.e., maximally difficult to reduce to two easier-to-solve problems) is close to 0. This is perfectly in line with Ladner’s result.

Comment. Of course, our intuitive explanation does not explain the whole result: we explained, in effect, why it is reasonable to believe that “almost all” NP-complete problems are not maximally difficult to divide, but this does not explain that this is true for \( all \) NP-complete problems. This additional explanation comes from the fact that, by definition, all NP-complete problems are (kind of) equivalent to each other – in the sense that every two problems can be reduced to each other. Thus, it is reasonable to expect that what is true for one NP-complete problem is also true for all of them.

3 Our Related Argument

Ladner’s result is somewhat counter-intuitive: a brief reminder. In theoretical computer science, for problems from the class NP, NP-completeness is usually identified with being maximally complex. So, if a problem is not NP-complete, this means that it is not as complex as the NP-complete problems.

From this viewpoint, the possibility to reduce an NP-complete problem to two non-NP-complete ones is counterintuitive: maximally complex problem is reduced to two less complex ones. Intuitively, if maximally complex problem is reduced to two problems, at least one of them should be of the same complexity as the original problem.

Ladner’s result becomes even more counterintuitive if we consider its consequence proven in [1] about a similar notion of function complexity: there is a case when the composition of two function is of maximal possible complexity, while both composed functions are easier to compute.

But is the usual identification correct? Ladner’s result becomes counterintuitive if we identify maximally complex problems with NP-complete ones. But let us recall where this identification comes from. It comes from the fact that if the problem is NP-complete – i.e., if every problem from the class NP can be reduced to this problem – then this problem is clearly of the largest possible complexity. This is clear and intuitive.

However, there are no intuitive arguments for saying that if the problem is not NP-complete, then it must be easier. In fact, intuitively, what Ladner’s result shows is that at least one of the sets \( S_1 \) or \( S_2 \), while not NP-complete, is, from the intuitive viewpoint, almost as complex as NP-complete problems.

Resulting explanation and the resulting open problem. So, it is not Ladner’s result itself that is counterintuitive, what makes this result counterintuitive is the identification of NP-completeness and maximal complexity. What this result shows is that this not-very-justified association is counterintuitive.
– while every NP-complete problem is maximally complex, this result clearly shows that there are problems which are intuitively maximally complex but not NP-complete.

Is it thus desirable to come up with a more intuitive definition of maximally complex problems. In the corresponding definition, if a maximally complex set $S$ is a union $S = S_1 \cup \ldots \cup S_m$ of finitely many sets from the class NP, at least one of the sets $S_i$ should be maximally complex in the same sense. How to come up with such a definition is an open problem.
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