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Abstract

Wavelets of different shapes are known to be very efficient in many data processing problems. In many engineering applications, the most efficient shapes are shapes of a generalized harmonic wavelet, i.e., a wavelet of the shape $w(t) = t^a \exp(b \cdot t)$ for complex $b$. Similar functions are empirically the most successful in the seismic analysis – namely, in simulating the earthquake-related high-frequency ground motion. In this paper, we provide a theoretical explanation for the empirical success of these models.

1 Formulation of the Problem

Fourier transforms: a brief reminder. In signal processing, an important tool is Fourier transform, where a signal is represented as linear combination of sine and cosine waves $\sin(\omega \cdot t)$ and $\cos(\omega \cdot t)$ corresponding to different frequencies $\omega$. The possibility for such representation can be traced to the famous Newton’s prism experiment, when he showed that any light passing through a prism decomposes into a linear combination of monochromatic lights (from red to violet) – which are exactly sines and cosines.

The sinusoidal infinite periodic waves, whose frequencies do not change with time are indeed very efficient in analyzing stationary processes, i.e., processes whose statistical characteristics do not change with time. In particular, these waves are very useful in spectral analysis, i.e., in describing phenomena that include processes corresponding to different frequencies and periods. Examples of
such phenomena include sea waves, wind storms, vibrations in civil engineering structures, etc.

**Wavelets: need to go beyond Fourier transforms.** Many real-life processes are non-stationary. In particular, many engineering and seismic processes are non-stationary. During a short time interval, we can often safely ignore the changes in their statistical characteristics, but as we consider larger and larger time intervals, we are no longer able to ignore this change. Thus, locally, we can still describe the signal as a linear combination of periodic waves, but this representation can no longer be expanded to the whole real line.

So, to properly represent non-stationary signals, we need to use functions which are not periodic. These functions should instead be limited to a bounded time interval. Such time-bounded wave-like functions are known as wavelets.

Wavelets have indeed been successfully applied in many engineering applications.

**Which wavelets are the most efficient in engineering applications: empirical analysis.** There are many different types of wavelets. A comparative analysis of the efficiency of different types of wavelets – described in [3, 4, 7, 12, 13, 14] – shows that in many engineering applications, the most efficient wavelets are so-called generalized harmonic wavelets first introduced in [8, 9, 10], i.e., linear combinations of the functions $t^{-1} \cdot \exp(i \cdot \omega \cdot t)$ corresponding to different values $\omega$ (here, as usual, $i \equiv \sqrt{-1}$).

*Comment.* In real-valued terms, harmonic wavelets are linear combinations of the functions $t^{-1} \cdot \sin(\omega \cdot t)$ and $t^{-1} \cdot \cos(\omega \cdot t)$. Both these functions tend to 0 as $t$ goes to $+\infty$ or to $-\infty$. Thus, these functions are indeed localized.

From the mathematical viewpoint, we have a minor problem with the values corresponding to $t = 0$: since we cannot divide by 0, strictly speaking, the above functions are not defined when $t = 0$.

For the function $t^{-1} \cdot \sin(\omega \cdot t)$, this is not a serious problem, since this expression has a finite limit (equal to $\omega$) when $t \to 0$. By using this limit as the value of the function when $t = 0$, we get a continuous bounded function – well-suited for describing continuous processes whose intensity is usually bounded by some constant (we are not talking about explosion-type processes when the values of some quantities can suddenly experience a drastic increase).

For the function $t^{-1} \cdot \cos(\omega \cdot t)$, however, the limit at $t \to 0$ is infinity. To make it bounded, we therefore cannot consider any such function by itself, we need to consider linear combinations of such functions, combinations arranged in such a way that infinities cancel each other and the limit becomes finite.

**Similar functions are empirically most efficient in seismic analysis.** Interestingly, similar functions, namely, functions of the type

$$w(t) = t^a \cdot \exp(b \cdot t),$$

turn out to be the most empirically successful in seismic analysis; see, e.g., [2, 5, 6, 11]. Specifically, to gauge the effect of a possible earthquake on an
engineering structure, it is necessary to be able to adequately simulate the corresponding ground motion. This simulated ground motion $g(t)$ is usually obtained by the following multi-stage procedure:

- first, we generate a white noise $n(t)$;
- then, we apply an appropriate shaping window $w(t)$ to the white noise, resulting in the function $x(t) \overset{def}{=} \int w(s) \cdot n(t - s) \, ds$;
- after that, we apply the Fourier transform to the function $x(t)$, resulting in $\hat{x}(\omega)$;
- we multiply the resulting Fourier transform $\hat{x}(\omega)$ by an appropriate function $s(\omega)$, to make sure that the spectrum of the resulting signal $\hat{m}(\omega) \overset{def}{=} s(\omega) \cdot \hat{x}(\omega)$ is close to the empirically observed spectrum of the earthquake-related ground motion, and
- finally, we apply the inverse Fourier transform to $\hat{m}(\omega)$; the result $m(t)$ of this application is the desired simulation.

It turns out (see, e.g., [2, 5, 6, 11]) that the most accurate simulation results are obtained if we use the window of the type $t^a \cdot \exp(b \cdot t)$, a general type for which the generalized harmonic wavelets are a particular case corresponding to $a = -1$ and imaginary values $b$.

**Problem: this empirical fact needs a theoretical explanation.** While there is an empirical evidence of the efficiency of the generalized harmonic wavelets in engineering and seismic applications, to the best of our knowledge, there is no convincing theoretical explanation for this empirical efficiency. Without such a theoretical explanation, it is not clear whether this efficiency is indeed a general phenomenon – or it is simply an artifact of the current applications, and in other applications, other wavelets will turn out to be more efficient.

It is also not clear whether these are indeed the most efficient wavelets. In each empirical study, we can only compare finitely many types of wavelets. As a result, after such comparison, it is not clear whether the selected wavelets are indeed the best of all possible ones – or they are simply the best of all that we tried, and some other not-yet-tried wavelets will be even more efficient.

**What we do in this paper.** To resolve all these doubts, it is desirable to undertake a theoretical analysis of the corresponding problem. This is what we do in this paper:

- we formulate the problem of selecting the most efficient family of wavelets as a precise mathematical problem, and
- we show that the generalized harmonic wavelets are indeed the most efficient – in this precise sense.

Thus, we indeed provide a theoretical explanation for the efficiency of harmonic wavelets in engineering and seismic applications.
2 Analysis of the Problem and the Resulting Justification

What we need. We are interested in representing how the signal \( x \) depends on time \( t \). There may be many different types of signals. In general, we need infinitely many parameters to describe a general signal. However, in a computer, we can only represent finitely many numbers. Thus, a reasonable idea is to consider a finite-parameter family of functions, i.e., to consider functions of the type \( x(t) = \sum_{i=1}^{n} c_i \cdot e_i(t) \) for some functions \( e_1(t), \ldots, e_n(t) \). The question is then: which functions \( e_i(t) \) should we choose?

Scale- and shift-invariance: idea. The numerical value of time depends on the selection of a measuring unit and on the selection of the starting point.

If we replace the original unit for measuring time with a new measuring unit which is \( a \) times smaller, then all the numerical values of time will be multiplied by \( a: t \rightarrow a \cdot t \). For example, if we replace days with hours, then 2 days becomes \( 2 \cdot 24 = 48 \) hours.

If we replace the original starting point for measuring time with a new starting point which is \( b \) units earlier, then the value \( b \) is added to all the numerical values of time: \( t \rightarrow t + b \).

The selection of the measuring unit and the selection of the starting point change the numerical values, but they do not change the physics of the process. It is therefore reasonable to require that the basic functions \( e_i(t) \) do not depend on these selections, i.e., that if we change the measuring unit or the starting point, we will still get the same basic function.

Of course, to make sure that all the physical formulas remain valid, we probably need to also accordingly change the related units. For example, distance \( d \) is velocity \( v \) times time \( t \). This formula remains valid no matter what units we choose for measuring distance and time, but for it to remain valid, we need to appropriately change the unit for measuring velocity.

In our case, for the formula \( x(t) \approx e_i(t) \) to remain valid, we may need to change the unit for measuring the signal \( x \). Under this change, the original numerical value of \( x \) changes to \( C \cdot x \), for some appropriate value \( C \). In other words, we arrive at the following two requirements:

- for every \( a > 0 \), there exists a value \( C(a) \) (depending on \( a \)) for which
  \[ e_i(a \cdot t) = C(a) \cdot e_i(t); \]

- for every \( b \), there exists a value \( C(b) \) (depending on \( b \)) for which
  \[ e_i(t + b) = C(b) \cdot e_i(t). \]

The first property is usually called scale-invariance, the second shift-invariance.
**Problem:** a function can be scale-invariant or shift-invariant, but not both. Both for scale-invariance and for shift-invariance, the solutions to the above requirements are well-known. Namely, for the case when the signal is measurable (and all physical signals are) [1]:

- scale-invariant signals have the form \( x(t) = A \cdot t^\alpha \), for some \( A \) and \( \alpha \), and
- shift-invariant signals have the form \( x(t) = B \cdot \exp(\beta \cdot t) \), for some \( B \) and \( \beta \).

**Comment.** In the general case, the proofs of these results are somewhat complicated, but for the case of smooth (differentiable) functions, the proofs are reasonably straightforward. For reader’s convenience, we reproduce these proofs in the special proofs section at the end of this paper.

As we can easily see, the only functions that belong to both classes are constant functions. A non-constant function cannot be both scale- and shift-invariant. So what shall we do?

**Idea:** combining scale- and shift-invariant functions. We can have scale-invariant functions – but this will ignore the requirement of shift-invariance. We can have shift-invariant functions – but this will ignore the requirement of scale-invariance. A more reasonable idea is to consider combinations of scale- and shift-invariant functions, i.e., functions of the type \( x(t) = F(c(t), h(t)) \), where the function \( c(t) \) is scale-invariant, the function \( h(t) \) is shift-invariant, and \( F(c, h) \) is an appropriate combination function.

**Which combination function should we choose.** As we have mentioned earlier, the numerical value of the signal changes if we change the measuring unit – in which case all the numerical values are multiplied by the same constant. From this viewpoint:

- for every \( \lambda > 0 \), the function \( c(t) \) describes the same signal as the function \( \lambda \cdot c(t) \), and
- for every \( \mu > 0 \), the function \( h(t) \) describes the same signal as the function \( \mu \cdot h(t) \).

It is reasonable to require that when we make these changes, the combined function remains the same – maybe modulo an appropriate re-scaling of the resulting signal. In other words, we require that for all possible values \( c(t) \), \( h(t) \), \( \lambda > 0 \), and \( \mu > 0 \), we have

\[
F(\lambda \cdot c(t), \mu \cdot h(t)) = C(\lambda, \mu) \cdot F(c(t), h(t))
\]

for some value \( C(\lambda, \mu) \) depending on \( \lambda \) and \( \mu \).

This functional equation also has a known solution [1]: namely, all its solutions have the form \( F(c, h) = D \cdot c^p \cdot h^q \) for some \( D \), \( p \), and \( q \). (For the smooth case, the proof is given in the last section.) Thus, the desired combined functions \( e_i(t) \) should have the form

\[
e_i(t) = F(c(t), h(t)) = D \cdot (c(t))^p \cdot (h(t))^q,
\]
where \( c(t) \) is a scale-invariant function and \( h(t) \) is a shift-invariant function.

Into this formula, we can substitute the known expression \( c(t) = A \cdot t^\alpha \) for scale-invariant functions and the known expression \( h(t) = B \cdot \exp(\beta \cdot t) \) for shift-invariant functions. As a result, we arrive at the following formula.

\[
es_i(t) = A_0 \cdot t^{\alpha_0} \cdot \exp(b_0 \cdot t),
\]

where \( A_0 \overset{\text{def}}{=} D \cdot A^p \cdot B^q, \) \( \alpha_0 \overset{\text{def}}{=} p \cdot \alpha, \) and \( b_0 \overset{\text{def}}{=} q \cdot \beta. \)

Thus, we have indeed explained the empirically successful formulas.

### 3 Proofs

In this section, as promised, we show – in the case of smooth (differentiable) signals – that scale- and shift-invariance indeed leads to the desired formulas.

**Case of scale-invariance.** Let us assume that the differentiable function \( x(t) \) satisfies the scale-invariance requirements, i.e.,

\[
x(a \cdot t) = C(a) \cdot x(t).
\]

The function \( C(a) \) is a ratio of two differentiable functions \( x(a \cdot t) \) and \( x(t) \) and is, thus, differentiable itself.

Since all three terms in the above equality are differentiable, we can differentiate both sides with respect to \( a \). As a result, we get

\[
t \cdot x'(a \cdot t) = C'(a) \cdot x(t),
\]

where \( x'(t) \), as usual, denotes the derivative. In particular, for \( a = 1 \), we get \( t \cdot x'(t) = \alpha \cdot x(t) \), where we denoted \( \alpha \overset{\text{def}}{=} C'(1) \). This means that

\[
t \cdot \frac{dx}{dt} = \alpha \cdot x.
\]

We can separate the variables \( x \) and \( t \) if we multiply both sides by \( dt \) and divide both sides by \( t \cdot x \). Then, we get

\[
\frac{dx}{x} = \alpha \cdot \frac{dt}{t}.
\]

Integrating both sides, we get \( \ln(x) = \alpha \cdot \ln(t) + C_0 \), where \( C_0 \) is an integration constant. Thus, by taking \( \exp \) of both sides, we conclude that \( x(t) = A \cdot t^\alpha \), where we denoted \( A \overset{\text{def}}{=} \exp(C_0) \). The statement is proven.

**Case of shift-invariance.** Let us assume that the differentiable function \( x(t) \) satisfies the shift-invariance requirements, i.e.,

\[
x(t + b) = C(b) \cdot x(t).
\]
The function $C(b)$ is a ratio of two differentiable functions $x(t+b)$ and $x(t)$ and is, thus, differentiable itself.

Since all three terms in the above equality are differentiable, we can differentiate both sides with respect to $b$. As a result, we get $x'(t+b) = C'(b) \cdot x(t)$. In particular, for $b = 0$, we get $x'(t) = \beta \cdot x(t)$, where we denoted $\beta \overset{\text{def}}{=} C'(0)$. This means that

$$\frac{dx}{dt} = \beta \cdot x.$$ 

We can separate the variables $x$ and $t$ if we multiply both sides by $dt$ and divide both sides by $x$. Then, we get

$$\frac{dx}{x} = \beta \cdot dt.$$ 

Integrating both sides, we get $\ln(x) = \beta \cdot t + C_0$, where $C_0$ is an integration constant. Thus, by taking exp of both sides, we conclude that $x(t) = B \cdot \exp(\beta \cdot t)$, where we denoted $B \overset{\text{def}}{=} \exp(C_0)$. The statement is proven.

**Scale-invariant combination functions.** We want to find functions for which $F(\lambda \cdot c, \mu \cdot h) = C(\lambda, \mu) \cdot F(c, h)$. In particular, for $\mu = 1$, we have $F(\lambda \cdot c, h) = C_1(\lambda) \cdot F(c, h)$, where we denoted $C_1(\lambda) \overset{\text{def}}{=} C(\lambda, 1)$. Specifically, if we fix $h$, then we get

$$F_h(\lambda \cdot c) = C_1(\lambda) \cdot F_h(c),$$

where we denoted $F_h(c) \overset{\text{def}}{=} F(c, h)$.

The above equality for $F_h(c)$ is exactly the scale-invariance requirement that we considered earlier, so we know that $F_h(c) = A \cdot c^p$ for some $A$ and $p$. Thus, we conclude that

$$C_1(\lambda) = \frac{F_h(\lambda \cdot c)}{F_h(c)} = \frac{A \cdot (\lambda \cdot c)^p}{A \cdot c^p} = \lambda^p.$$ 

Therefore, the formula $F(\lambda \cdot c, h) = C_1(\lambda) \cdot F(c, h)$ takes the form $F(\lambda \cdot c, h) = \lambda^p \cdot F(c, h)$. In particular, for $c = 1$, we conclude that $F(\lambda, h) = \lambda^p \cdot F(1, h)$, i.e., that $F(c, h) = c^p \cdot F(1, h)$.

Similarly, we can conclude that $F(c, \mu \cdot h) = \mu^q \cdot F(c, h)$, for some $q$. In particular, for $c = h = 1$, we conclude that $F(1, \mu) = \mu^q \cdot D$, where we denoted $D \overset{\text{def}}{=} F(1, 1)$. So, $F(1, h) = D \cdot h^q$. From $F(c, h) = c^p \cdot F(1, h)$, we can now conclude that indeed $F(c, h) = D \cdot c^p \cdot h^q$. The statement is proven.
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