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ABSTRACT
Successes of deep learning are partly due to appropriate selection of activation function, pooling functions, etc. Most of these choices have been made based on empirical comparison and heuristic ideas. In this paper, we show that many of these choices – and the surprising success of deep learning in the first place – can be explained by reasonably simple and natural mathematics.
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1 INTRODUCTION
One of the main objectives of science and engineering is to find out what is happening in the world, to predict – as accurately as possible – what will happen in the future, and to come up with the best way to influence this future. To solve all these problems, we need to process information.

To find out what is happening in the words, we need to use the observations and measurement results to estimate the values of the quantities which are not easy to observe or measure. For example, we would like to estimate the distances to a faraway star by measuring the angles describing its visual position at different seasons; we would like to estimate the amount of oil in an oil field by measuring local seismic signals and small local changes in gravity. We would like to use the test results to diagnose potentially dangerous diseases as early as possible.

To predict the future state of the world, we need to estimate the future values of different quantities based on their current values. For example, we want to predict tomorrow’s weather based on the meteorological data measured today and in the previous days.

To come up with the best way to influencing the future, we need to find the optimal values of the corresponding control parameters – i.e., the values that would lead to the most favorable future changes. For example, we may want to compute the trajectory of a ship from port A to port B that would lead to the smallest possible energy consumption (and thus, the smallest possible pollution). We may want to find the best medicine (and the best dosage) for curing a patient.

In all these cases, we want to estimate the value of some quantity $y$ based on the known values of some other quantities $x_1, \ldots, x_n$.

In some cases, we know the algorithms needed to solve the corresponding data processing task – or at least we know the equations that describe the desired dependence. For example, to find the distance to a star based on the angle measurements, we can simply use the known algorithms for solving the corresponding system of trigonometric equations.

However, in many other cases, we do not know the exact form of the corresponding dependence. For example, while we may have a general idea of the medical diagnostics, for many diseases, we do not have a good understanding of how to make the corresponding diagnosis. We may have a general idea of how different doses of medicine affect a patient, but we usually do not have formulas or algorithms predicting the patient’s reaction to different dosages.

In such situations, we need to extract the dependence between $y$ and $x_j$ from the observations. To be more precise, we have several cases when we observed both the values $x_j$ and the desired value $y$. Based on these observations $\left( x_1^{(p)}, \ldots, x_n^{(p)}, y^{(p)} \right)$, $p = 1, 2, \ldots$, we need to find a dependence $y = f(x_1, \ldots, x_k)$ that fits all these observations, i.e., for which $y^{(p)} \approx f(x_1^{(p)}, \ldots, x_k^{(p)})$ for all $p$. In the past, such dependence was found by people – this is how, e.g., Newton or Ohm came up with their laws. This is how we human learn many things: a kid observes several cats, several dogs, and learns to distinguish between cats and dogs. We see letters written in different fonts, in different handwriting – and we learn how to recognize these letters.

Nowadays, we also have computer programs that find such a dependence. Algorithms for finding the dependence based on observations are known as algorithms of machine learning. Several decades ago, the most efficient machine learning algorithms used neural networks – what we would now call traditional neural networks, with 3 or so layers. In the last decade, deep neural networks – with a much larger number of layers – turned out to be much more successful. They beat the human world champion in Go, they led to efficient machine translation and car navigation, they led to numerous successes; see, e.g., [5]. However, many aspects of these successes remain a mystery: why several layers of neurons are more efficient than a few, why some activation functions work well and some don’t, why some pooling algorithms work well and some don’t, etc.
In this paper, we show that many of these seemingly mysterious selections can be naturally explained – and thus, we demystify the success of deep learning.

2 TRADITIONAL NEURAL NETWORKS: A BRIEF REMINDER

In order to explain deep neural networks, let us first briefly recall the motivations behind (and the formulas of) traditional ones.

In the old days, computers were much slower, this was a big limitation that prevented us from solving many important practical problems. As a result, researchers started looking for ways to speed up computations.

If a person has a task which takes too long for one person, a natural idea is to ask for help, so that several people can work on this task in parallel – and thus, get the result faster. Similarly, if a computation task takes too long, a natural idea is to have several processing units working in parallel. In this case, the overall computation time is just to time that is needed for each of the processing unit to finish its sub-task.

To minimize the overall time, it is therefore necessary to make these sub-tasks as simple (and thus, as easy to compute) as possible. In data processing, the simplest possible functions to compute are linear functions. However, if we only have processing units that compute linear functions, we will only compute linear functions – since a composition of linear functions is always linear. Thus, we need to supplement these units with some nonlinear units. In general, the more inputs, the more complex (and thus longer) the resulting computations. So, the fastest possible nonlinear units are the ones that compute functions of one variable.

So, our ideal computational device should consist of linear (L) units and nonlinear units (NL) that compute functions of one variable. These units should work in parallel: first, all the units from one layer will work, then all units from another layer, etc. The fewer layers, the faster the resulting computations. One can prove that 1-layer schemes and even 2-layer schemes (both L followed by NL and NL followed by L) do not provide a universal approximation property, i.e., do not compute any given continuous function. One can also prove that 3-layer neurons already have this property. Among two possible 3-layer schemes: L-NL-L and NL-L-NL, the first one is faster, since it uses slower nonlinear units only once.

In this scheme, first, each unit from the first layer applies a linear transformation to the inputs \( x_1, \ldots, x_n \), resulting in the values \( z_k = \sum_{i=1}^{n} w_ki \cdot x_i - w_{k0} \), for some values \( w_ki \) (known as weights). In the next NL layer, these values are transformed into \( y_k = s_k(y_k) \), for some nonlinear functions \( s_k(z) \). Finally, in the last L layers, the values \( y_k \) are linearly combined into the final result

\[
y = \sum_{k=1}^{K} W_k \cdot y_k - W_0 = \sum_{k=1}^{K} W_k \cdot s_k \left( \sum_{i=1}^{n} w_ki \cdot x_i - w_{k0} \right) - W_0.
\]

This is exactly the formula that describes the traditional neural network; see e.g., [2].

In the traditional neural network, usually, all the NL neurons compute the same function – sigmoid:

\[
s_k(z) = \frac{1}{1 + \exp(-z)}.
\]

3 WHY DO WE NEED TO GO BEYOND TRADITIONAL NEURAL NETWORKS

Traditional neural networks were invented when computers were reasonably slow, which prevented them from solving important practical problems. For these computers, computation speed was the main objective. As we have just shown, this need led to what we know as traditional neural networks.

Nowadays, computers are much faster. In most practical applications, speed is no longer the main problem. But now a new problem emerged: that the traditional neural networks, while fast, have limited accuracy of their predictions. It is therefore desirable to come up with devices that would achieve better prediction accuracy – even if to achieve this accuracy, they will be slower than the traditional neural networks. This is, in a nutshell, the main motivation behind what is now known as deep learning; see, e.g., [1, 5–7].

4 THE MORE MODELS WE HAVE, THE MORE ACCURATELY WE CAN APPROXIMATE

As a result of training a neural network – or any other machine learning tool – we get the values of some parameters for which the corresponding models provides the best approximation to the actual data. There are usually finitely many parameters, each of which – when represented in a computer – consists of finitely many bits. We can write down all these bits into a single binary sequence.

Let us denote the length of this sequence by \( N \). If we have \( a \) parameters each of which consists of \( b \) bits, then \( N = a \cdot b \).

In these terms, different models that can be obtained from training can be described by different \( N \)-bit sequences.

There are two possible values of each bit. For each of these values, we can have two different 2-bit extensions depending on whether we extend the original bit with 0 or 1, so we have \( 2 \cdot 2 = 2^2 \) possible sequences of length 2. For each of these 2-bit sequences, we have two possible 3-bits extensions, so the overall number of 3-bit sequences is \( 2 \cdot 2^2 = 2^3 \). In general, for \( b \) bits, we have \( 2^b \) possible \( b \)-bit sequences.

In particular, if we use \( N \) bits to store all the information about all the tuned parameters, then we can have \( 2^N \) possible binary sequences and thus, \( 2^N \) possible models. In these terms, training simply means selecting one of these \( 2^N \) possible models.

If we have only one model to represent the actual dependence, this model will be a very lousy description. If we can have two models, we can have more accurate approximations. If we can have 100 different models, we can have an even more accurate one. In general, the more models we have, the more accurate representation we can have.

We can illustrate this idea on the example of approximating real numbers from the interval \([0, 1]\). If we have only one model – e.g., the value \( x = 0.5 \), then we approximate every other number with accuracy 0.5. If we can have 10 models, then we can take 10 values \( 0.05, 0.15, \ldots, 0.95 \). The first value approximates all the numbers from the interval \([0, 0.1]\) with accuracy 0.05. The second value approximates all the numbers from the interval \([0, 1, 0.2]\) with the same accuracy, etc. As a result, by selecting one these values, we can approximate any number from the interval \([0, 1]\) with accuracy 0.05.
If we can have 100 models, then can similarly take the values 0.005, 0.015, …, all the way to 0.995 and this approximate any number from the interval [0, 1] with accuracy 0.005.

5 HOW MANY MODELS CAN WE REPRESENT WITH A TRADITIONAL NEURAL NETWORK

Let us consider a traditional neural network with \( K \) neurons. Each neuron \( k \) is characterized by several weights \( W_k \) and \( w_{ki} \). Let \( b \) denote the number of bits needed to describe all the weights corresponding to a single neuron. Then, overall, to describe all possible bit sequences resulted from training, we need \( N = K \cdot b \) bits.

As we mentioned, we can have \( 2^N \) different binary sequences of length \( N \). So, at first glance, one may think that, in line with what we have discussed earlier, we can thus represent \( 2^N \) different models. However, the actual number of models is much smaller. The reason for this is that if we swap two neurons – i.e., swap all the bits corresponding to these two neurons – the resulting functions

\[
f(x_1,\ldots,x_n) = \sum_{k=1}^{K} W_k \cdot \left( \sum_{i=1}^{n} w_{ki} \cdot x_i - w_{ki0} \right) - W_0
\]

will not change – since the sum does not change if we swap two of added numbers.

For example, if we have two neurons, the first one is described by a binary sequence 010 and the second one by 110, then this whole configuration is described by the sequence 010110. If we swap the neurons, we get a different binary sequence 110010 which, however, represents the same dependence – i.e., the same model.

Similarly, if instead of swapping two neurons, we apply any permutation, we get the exact same model.

For \( K \) neurons, there are \( K! \) possible permutations.

Thus, \( K! \) different binary sequences represent the same model. So, by using \( N \) neurons, instead of \( 2^N \) possible models, we can only have \( \frac{2^N}{K!} \) possible models.

6 HOW CAN WE ACHIEVE BETTER ACCURACY: THE MAIN IDEA BEHIND DEEP LEARNING

As we have mentioned, the more models we can represent, the more accurate will be the resulting approximation. When the overall number of bits is fixed – e.g., by the ability of our computers – the only way to increase the number of models is to decrease \( K! \), i.e., to decrease \( K \); see, e.g., [1, 6, 7].

In the traditional neural networks, all the neurons are, in effect, in one layer – known as the hidden layer. The only way to decrease \( K \) is to make the number of neurons in each layer much smaller. This means that instead of placing the neurons into a single layer, we place them in many layers. Each of these layers is narrow – in the sense that the number of neurons in each layer is small. We now have several layers – the construction is deep – so that the inputs go to the first layer, then the outputs of the first layer serve as inputs of the second layer, etc. – until we reach the final layer, which produces the resulting value \( y \).

7 WHICH ACTIVATION FUNCTION SHOULD WE USE FOR DEEP LEARNING?

To answer this question, we need to recall that usually, we process the values of physical quantities, but the numerical values of physical quantities depend on what measuring unit we use and – for some quantities like temperature or time – what starting point we select for the measurement.

If we change a measuring unit to a one which is \( \lambda \) times smaller – e.g., replace feet with inches which are 12 times smaller – then all numerical values get multiplied by \( \lambda \). For example, if instead of measuring years from our current Year 0 (supposedly the year when the world was created, although here no historians agree), we use Year \(-3761\) (supposedly the year when the world was created, although here no historians agree), then current year 2019 becomes \( 2019 + 3761 = 5780 \), which is our year in the traditional Jewish calendar.

We want to select an activation function \( s(x) \) that would not depend on the choice of a measuring unit. In other words, we want to make sure that if \( y = s(x) \) and we select a new measuring unit, i.e., switch to new numerical values \( x' = \lambda \cdot x \) and \( y' = \lambda \cdot y \), then for these new values \( x' \) and \( y' \), we will have the exact same dependence:

\[
y' = s(x').
\]

Substituting the expressions \( x' = \lambda \cdot x \) and \( y' = \lambda \cdot y \) into this formula, we conclude that \( \lambda \cdot y = s(\lambda \cdot x) \). Here, \( y = s(x) \), so we conclude that \( s(\lambda \cdot x) = \lambda \cdot s(x) \) for all possible \( x \) and \( \lambda > 0 \).

For \( x = 1 \), we conclude that \( s(\lambda) = \lambda \cdot s(1) \). If we denote \( s(1) \) by \( c_+ \), and rename \( \lambda \) into \( z \), we conclude that for all \( z > 0 \), we get

\[
s(z) = c_+ \cdot z.
\]

For \( x = -1 \), we conclude that \( s(-\lambda) = \lambda \cdot s(-1) \). If we denote \(-s(1)\) by \( c_- \) (so that \( s(-1) = -c_- \)) and denote \(-\lambda \) by \( z \) (so that \( \lambda = -z \)), we conclude that for all negative values \( z \), we have

\[
s(z) = (-c_-) \cdot (-z) = c_- \cdot z.
\]

Thus, we conclude that the activation function \( s(z) \) should have the following piecewise linear form (see, e.g., [3]):

\[
\begin{align*}
&\text{for } z > 0, \text{ we have } s(z) = c_+ \cdot z; \\
&\text{for } z < 0, \text{ we have } s(z) = c_- \cdot z.
\end{align*}
\]

Comment. We must have \( c_+ \neq c_- \), since otherwise, the function \( s(z) \) would be linear, and we know that with linear functions, we can only describe linear dependencies.

8 WHAT ACTIVATION FUNCTION IS ACTUALLY USED IN DEEP LEARNING?

WHY

To uniquely determine a piecewise linear function, we need to select two real numbers: \( c_+ \) and \( c_- \). The simplest possible real numbers is 0 and 1. Thus, the simplest possible piecewise linear function has the form:
for $z > 0$, we have $s(z) = z$; 
for $z < 0$, we have $s(z) = 0$.

In other words, $s(z) = \max(z, 0)$. This function is known as rectified linear function, it is actually used in deep learning; see, e.g., [5].

9 IT DOES NOT MATTER WHICH PIECEWISE LINEAR ACTIVATION FUNCTION TO USE

Why not use some other piecewise linear function? Because it does not matter much. Indeed, for all the layers – expect for the last one – the output of a neuron is linearly combined with other signals anyway. And any piecewise linear function can be represented as a linear combination of the rectified linear function $\max(z, 0)$ and the identity function $z$:

$$s(z) = c_- \cdot z + (c_+ - c_-) \cdot \max(z, 0).$$

Indeed:

- for $z > 0$, the right-hand side is equal to $c_- \cdot z + c_+ \cdot 0 = c_- \cdot z$,
- for $z < 0$, the right-hand side is equal to $c_- \cdot z + (c_+ - c_-) \cdot 0 = c_+ \cdot z$.

10 WHY CANNOT WE REQUIRE SHIFT-INVARIENCE INSTEAD OF SCALE-INVARIENCE?

We mentioned that the numerical value of a physical quantity changes when we change the measuring unit and when we change the starting point. However, when we looked for the activation function, we only considered invariance with respect to changing the unit (it is known as scale-invariance). Why not consider invariance with respect to changing the starting point (which is called shift-invariance)?

Let us give it a try. Similarly to the case of scale-invariance, we want to make sure that when $y = s(x)$ then for $x' = x + x_0$ and $y' = y + x_0$, we will have $y' = s(x')$. Substituting the expressions for $x'$ and $y'$ into the formula $y' = s(x')$, we get $y + x_0 = s(x + x_0)$. Here, $s(x) = y$, so we have $s(x + x_0) = s(x) + x_0$ for all possible values $x$ and $x_0$.

In particular, for $x = 0$, we get $s(x_0) = s(0) + x_0$. Renaming $s(0)$ as $a$ and $x_0$ as $z$, we conclude that $s(z) = z + a$. This is a linear function — thus, such neurons cannot describe any non-linear process.

11 NEED FOR POOLING

Often, we have a lot of data points to process. For example, an image is usually represented in a computer by the intensities at each pixel. Even for a not very good 1000 by 1000 picture, we have 1,000,000 pixels — so to process such an image, we need to process 1,000,000 numbers.

In a traditional neural network, we could use as many neurons as needed, but in a deep neural network, there are only a few neurons in the first layer. Thus, before we start processing, we need to combined several input values into one (a similar procedure can also be applied at a later stage). This operation of combining several values into one is known as pooling; see, e.g., [5].

12 WHICH POOLING OPERATION SHALL WE USE?

Let us consider the case when we pool two values $a$ and $b$ into a single value $c$. Let us denote the resulting value $c$ by $p(a, b)$. Of course, the pooling should not depend on the order, i.e., we should have $p(a, b) = p(b, a)$. In other words, the pooling operation should be commutative.

Similarly to the above discussions, it is reasonable to require that the result of pooling will not change if we simply change the measuring unit or change the starting point for measurement. So, we make two requirements:

- if $c = p(a, b)$, then $c' = p(a', b')$, where $a' = \lambda \cdot a$, $b' = \lambda \cdot b$, and $c' = \lambda \cdot c$;
- if $c = p(a, b)$, then $c' = p(a', b')$, where $a' = a + a_0$, $b' = b + a_0$, and $c' = c + a_0$.

From the first requirement, substituting the expressions $a' = \lambda \cdot a$, $b' = \lambda \cdot b$, and $c' = \lambda \cdot c$ into the formula $c' = p(a', b')$, we conclude that $\lambda \cdot c = p(\lambda \cdot a, \lambda \cdot b)$. Here, $c = p(a, b)$, so we conclude that $p(\lambda \cdot a, \lambda \cdot b) = \lambda \cdot p(a, b)$.

From the second requirement, substituting the expressions $a' = a + a_0$, $b' = b + a_0$, and $c' = c + a_0$ into the formula $c' = p(a', b')$, we conclude that $c + a_0 = p(a + a_0, b + a_0)$. Here, $c = p(a, b)$, so we conclude that $p(a + a_0, b + a_0) = p(a, b) + a_0$.

Let us use the resulting formulas to find the value $p(x, y)$ for all possible pairs $(x, y)$. Without losing generality, we can assume that $x < y$. Then, substituting $a = 0$, $a_0 = x$, and $b = y - x$ into the formula $p(a + a_0, b + a_0) = p(a, b) + a_0$, we conclude that $p(x, y) = p(0, y - x) + x$.

Substituting $\lambda = y - x$, $a = 0$, and $b = 1$ into the formula $p(\lambda \cdot a, \lambda \cdot b) = \lambda \cdot p(a, b)$, we conclude that $p(0, y - x) = (y - x) \cdot p(0, 1)$. Substituting this expression into the formula $p(x, y) = p(0, y - x) + x$ and denoting $p(0, 1)$ by $\alpha$, we conclude that $p(x, y) = x + \alpha \cdot (y - x) = \alpha \cdot y + (1 - \alpha) \cdot x$.

Once we learn how to pool two values, we can pool four values easily:

- divide the four values into two pairs,
- pool results within each pair, and then
- pool the two pooling results into a single value.

It is reasonable to require that the result should not depend on how exactly we divide the four original values into pairs. Let us consider the values $0$, $1$, $1$, and $2$.

First, we combine $0$ with $1$ and $1$ with $2$. Pooling $0$ and $1$ results in $\alpha \cdot 1 + (1 - \alpha) \cdot 0 = \alpha$. Pooling $1$ and $2$ results in $\alpha \cdot 2 + (1 - \alpha) \cdot 1 = 2\alpha + 1 - \alpha = 1 + \alpha$.

Here always $1 + \alpha$ is larger than $\alpha$, so combining the results $\alpha$ and $1 + \alpha$ leads to $\alpha \cdot (1 + \alpha) + (1 - \alpha) \cdot \alpha = \alpha + \alpha^2 + \alpha - \alpha^2 = 2\alpha$.

What if we instead combine $1$ with $1$ and $0$ with $2$? Combining $1$ with $1$ results in $\alpha \cdot 1 + (1 - \alpha) \cdot 1 = 1$. Pooling $0$ with $2$ results in $\alpha \cdot 2 + (1 - \alpha) \cdot 0 = 2\alpha$. 
The resulting of pooling the resulting too values 1 and 2 depends on which of the two values is larger.

- If $2\alpha \geq 1$, i.e., if $\alpha \geq 0.5$, then we get
  \[ \alpha \cdot (2\alpha) + (1 - \alpha) \cdot 1 = 2\alpha^2 + 1 - \alpha. \]
  In this case, the desired equality is $2\alpha^2 + 1 - \alpha = 2\alpha$, i.e.,
  \[ 2\alpha^2 - 3\alpha + 1 = 0. \]
  One can easily check that this quadratic equation has two solutions: $\alpha = 0.5$ and $\alpha = 1$.

- If $2\alpha \leq 1$, i.e., if $\alpha \leq 0.5$, then we get
  \[ \alpha \cdot (2\alpha) + (1 - \alpha) \cdot 1 = 2\alpha^2 + 1 - \alpha = 2\alpha. \]
  In this case, the desired equality is $2\alpha^2 + 1 - \alpha = 2\alpha$, i.e.,
  \[ 2\alpha^2 - \alpha = 0. \]
  One can easily check that this quadratic equation has two solutions: $\alpha = 0$ and $\alpha = 0.5$.

So, we have three options: $\alpha = 0$, $\alpha = 0.5$, and $\alpha = 1$.

- If $\alpha = 0$, then the pooling formula takes the form $p(x, y) = 0 \cdot y + 1 \cdot x = x$, i.e., since $x \leq y$, the form
  \[ p(x, y) = \min(x, y). \]

- If $\alpha = 0.5$, then the pooling formula takes the form $p(x, y) = 0.5 \cdot y + 0.5 \cdot x$, i.e., to the arithmetic average
  \[ p(x, y) = \frac{x + y}{2}. \]

- If $\alpha = 1$, then the pooling formula takes the form $p(x, y) = 1 \cdot y + 0 \cdot x = y$, i.e., since $x \leq y$, the form
  \[ p(x, y) = \max(x, y); \]
  see, e.g., [7].

These three operations − minimum, maximum, and arithmetic average − are indeed the ones which work most successfully in deep learning [5].

13 SENSITIVITY OF DEEP LEARNING: PHENOMENON

One of the problems with deep learning is that its results are often too sensitive to minor changes in the inputs. For example, changing a few pixels in a picture of a cat may result in this picture being misclassified as a dog; see, e.g., [5].

This is a very troublesome features, since in practice, signals often come with noise, and it is not good that a small noise can ruin the results.

Some of these problem disappear if, instead of the original pixel values, we use appropriately selected features − features which are immune to noise. This techniques often works when we use traditional neural networks. However, for deep learning, often, even after we use appropriate features, the results are still too sensitive to noise.

14 SENSITIVITY OF DEEP LEARNING: AN EXPLANATION

Each neuron is affected by the noise. It can take the original noise level $\delta$ and amplify it to a higher level $c \cdot \alpha$ for some $c > 1$.

In deep learning, we have several ($L$) layers. In the first layer, each neuron amplifies the noise level $\delta$ to $c \cdot \delta$. Neurons in the second layer amplify it even more, to $c \cdot (c \cdot \delta) = c^2 \cdot \delta$. After the third layer, we get $c^3 \cdot \delta$, etc., and after all $L$ layers, we get $c^L \cdot \delta$. The exponential function $c^L$ grows very fast with $L$, so, not surprisingly, we get a much higher noise level than for the traditional neural networks.

15 HOW TO DEAL WITH SENSITIVITY OF DEEP LEARNING

To train a traditional neural network, we feed it with actually observed patterns \( \{z_1^{(p)}, \ldots, z_n^{(p)}, y^{(p)}\} \), and find the values of the corresponding weights that match all these patterns. As a result, the trained network usually works well not only for the original patterns, but also for modified versions of these patterns − e.g., it still works well when we add some noise to the original pattern.

For deep learning, we do not have automatic success on noised patterns. So, to achieve such success, it is reasonable to artificially add noise to the patterns and add such simulated-noise modification to the original patterns when training a network. This idea seems to work reasonably well.

16 CONCLUSIONS

At present, deep neural networks are the most effective machine learning tool. By using deep learning, researchers solved many problems that no one could solve before − e.g., how to teach a computer to play the game of Go (and to consistently defeat the human world champion). However, getting to these successes of deep learning was not easy − in many cases, there was a lot of trial-and-error unsuccessful attempts until a successful idea surfaced. It was not immediately clear that many layers are better than few, it was not immediately clear what activation function to use, not clear which pooling operation to use, etc. For many of the resulting selections, there is no convincing theoretical explanations for their empirical success.

In this paper, we provide such an explanation for many empirically successful features of deep learning techniques − from the very fact that many layers work better than few, to the selection of an activation function and of a pooling operation.
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