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Abstract

A sequence $\{x_n\}$ is said to be statistically convergent to $\ell$ provided that "almost all" of the values of $\{x_n\}$ are arbitrarily close to $\ell$. One can also define what is meant by statistical limit point, statistical limit superior, statistical limit inferior of a sequence and so forth and thus create a theory of convergence that includes ordinary convergence. In this work we investigate all these concepts and prove some new results. We also introduce a topology defined by this new convergence which we call statistical topology. Then we prove that both the statistical topology and the regular topology are identical.
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Chapter 1

Introduction and Background

The idea of statistical convergence goes back to the first edition (published in Warsaw in 1935) of the monograph of Zygmund. Formally the concept of statistical convergence was introduced by Steinhaus and Fast and later reintroduced by Schoenberg. Statistical convergence, while introduced over nearly fifty years ago, has only recently become an area of active research. Different mathematicians studied properties of statistical convergence and applied this concept in various areas such as measure theory, trigonometric series, approximation theory, locally convex spaces, finitely additive set functions, in the study of subsets of the Stone-Cech compactification of the set of natural numbers, and Banach spaces. However, in a general case, neither limits nor statistical limits can be calculated or measured with absolute precision. To reflect this imprecision and to model it by mathematical structures, several approaches in mathematics have been developed: fuzzy set theory, fuzzy logic, interval analysis, set valued analysis, etc. One of these approaches is the neoclassical analysis. In it, ordinary structures of analysis, that is, functions, sequences, series, and operators, are studied by means of fuzzy concepts: fuzzy limits, fuzzy continuity, and fuzzy derivatives. For example, continuous functions, which are studied in the classical analysis, become a part of the set of the fuzzy continuous functions studied in neoclassical analysis. Neoclassical analysis extends methods of classical calculus to reflect uncertainties that arise in computations and measurements.
In particular if $A \subseteq \mathbb{N}$ then the asymptotic density of $A$, denoted $\delta(A)$, is given by

$$\delta(A) = \lim_{k \to \infty} \frac{1}{n} |\{k \leq n/k \in A\}|$$

where $|B|$ is the cardinality of the $B$. A real valued sequence $x = (x_k)$ is statistically convergent to $\ell$ if

$$\delta(\{k : |x_k - \ell| > \varepsilon\}) = 0$$

for every $\varepsilon > 0$. In this case we write $\lim_{k \to \infty} x_k = \ell$ and we call $\ell$ the statistical limit of $x$. 
Chapter 2

Statistical Convergence

Statistics is concerned with the collection and analysis of data and with making estimations and predictions from the data. Typically two branches of statistics are discerned: descriptive and inferential. Inferential statistics is usually used for two tasks: to estimate properties of a population given sample characteristics and to predict properties of a system given its past and current properties. To do this, specific statistical constructions were invented. The most popular and useful of them are the average or mean (or more exactly, arithmetic mean) $\mu$ and standard deviation $\sigma$ (variance $\sigma^2$). To make predictions for future, statistics accumulates data for some period of time. To know about the whole population, samples are used. Normally such inferences (for future or for population) are based on some assumptions on limit processes and their convergence. Iterative processes are used widely in statistics. For instance the empirical approach to probability is based on the law (or better to say, conjecture) of big numbers, states that a procedure repeated again and again, the relative frequency probability tends to approach the actual probability. The foundation for estimating population parameters and hypothesis testing is formed by the central limit theorem, which tells us how sample means change when the sample size grows. In experiments, scientists measure how statistical characteristics (e.g., means or standard deviations) converge. Convergence of means/averages and standard deviations have been studied by many authors and applied to different problems. Convergence of statistical characteristics such as the average/mean and standard deviation are related to statistical convergence as we show in Section 4.
2.1 Preliminaries and Basic Results

In this section we are going to recall some basic definitions and background of statistical convergence of sequences in \( \mathbb{R} \). Consider a subset \( K \) of the set \( \mathbb{N} \) of all natural numbers. Set \( K_n = \{ k \in K; k \leq n \} \).

**Definition 2.1.1.** Let \( K \) be a subset of \( \mathbb{N} \) the set of natural numbers. Then the asymptotic density \( \delta(K) \) of the set \( K \) is equal to \( \lim_{n \to \infty} \frac{1}{n} |K_n| \) whenever the limit exists; here \( |B| \) denotes the cardinality of the set \( B \).

It is easy to check that that \( \delta(\mathbb{N}/K) = 1 - \delta(K) \), for any subset \( K \) of \( \mathbb{N} \). Let \( \{ x_n \} \) be a sequence of real numbers, and \( \ell \in \mathbb{R} \). Set

\[
L_\varepsilon(\{x_n\}) = \{ i \in \mathbb{N}; |x_i - \ell| \geq \varepsilon \}.
\]

**Definition 2.1.2.** The asymptotic density, or simply, density \( \delta(\{x_n\}) \) of the sequence \( \{x_n\} \) with respect to \( \ell \) and \( \varepsilon \) is equal to \( \delta(L_\varepsilon(\{x_n\})) \).

Asymptotic density allows us to define statistical convergence of sequences.

**Definition 2.1.3.** A sequence \( (x_n) \) is statistically convergent to \( \ell \) if and only if for each \( \varepsilon > 0 \), we have

\[
\delta(\{ n \in \mathbb{N} : |x_n - \ell| \geq \varepsilon \}) = 0.
\]

We will write \( \text{stat} \lim_{n \to \infty} x_n = \ell \).

One may then wonder if the statistical limit is unique. This is done in the following result.

**Theorem 2.1.4.** If a sequence \( \{x_n\} \) is statistically convergent, then its \( \text{stat} \text{- limit is unique.} \)
Proof. Suppose that \( \text{stat} \lim_{n \to \infty} x_n = \ell_1 \) and \( \text{stat} \lim_{n \to \infty} x_n = \ell_2 \). Given \( \varepsilon > 0 \), define the following sets:

\[
K_1(\varepsilon) = \left\{ n \in \mathbb{N} : |x_n - \ell_1| \geq \frac{\varepsilon}{2} \right\} \quad \text{and} \quad K_2(\varepsilon) = \left\{ n \in \mathbb{N} : |x_n - \ell_2| \geq \frac{\varepsilon}{2} \right\}.
\]

Since \( \text{stat} \lim_{n \to \infty} x_n = \ell_1 \), we have \( \delta(K_1(\varepsilon)) = 0 \). Similarly since \( \text{stat} \lim_{n \to \infty} x_n = \ell_2 \), we have \( \delta(K_2(\varepsilon)) = 0 \). Now let \( K(\varepsilon) = K_1(\varepsilon) \cup K_2(\varepsilon) \). Then \( \delta(K(\varepsilon)) = 0 \) which implies \( \mathbb{N} \setminus \delta(K(\varepsilon)) = 1 \). Now if \( k \in \mathbb{N} \setminus K(\varepsilon) \), then we have

\[
|\ell_1 - \ell_2| \leq |\ell_1 - x_n| + |x_n - \ell_2| < \frac{\varepsilon}{2} + \frac{\varepsilon}{2} = \varepsilon.
\]

Since \( \varepsilon > 0 \) was arbitrary, we get \( |\ell_1 - \ell_2| = 0 \), i.e. \( \ell_1 = \ell_2 \).

In the next result, we compare the statistical convergence to the regular convergence.

**Theorem 2.1.5.** If \( \lim_{n \to \infty} x_n = \ell \), then \( \text{stat} \lim_{n \to \infty} x_n = \ell \). The converse need not be true in general.

**Proof.** Assume that \( \lim_{n \to \infty} x_n = \ell \). Then for every \( \varepsilon > 0 \), there exists a positive integer \( N \geq 1 \), such that \( |x_n - \ell| < \varepsilon \), for all \( n \geq N \). Since \( \delta(A(\varepsilon)) = 0 \), where \( A(\varepsilon) = \{ k \in \mathbb{N} : |x_k - \ell| \geq \varepsilon \} \), we get \( \text{stat} \lim_{n \to \infty} x_n = \ell \).

The following example shows that the converse does not always hold.

**Example 2.1.6.** let \( \{x_k\} \) be defined as

\[
x_k = \begin{cases} 
1 & \text{if } k \text{ is a square} \\
0 & \text{otherwise}.
\end{cases}
\]

Clearly \( \{x_k\} \) is not convergent. In fact, the only limit points of \( \{x_k\} \) are 0 and 1. But \( \{x_n\} \) is statistically convergent and its statistical limit is 0. Indeed let \( \varepsilon > 0 \), we have

\[
\delta(\{ k \in \mathbb{N} : |x_k - 0| \geq \varepsilon \}) = \lim_{n \to \infty} \frac{1}{n}|\{ k \in \mathbb{N} : |x_k - 0| \geq \varepsilon \}|.
\]

Fix \( n \in \mathbb{N} \) and set \( A = \{ k^2 : k^2 \leq n \} \), then \( |A| \leq \sqrt{n} \). So,

\[
\delta(\{ k \in \mathbb{N} : |x_k - 0| \geq \varepsilon \}) = \lim_{n \to \infty} \frac{1}{n}|\{ k \leq n : |x_k - 0| \geq \varepsilon \}| \leq \lim_{n \to \infty} \frac{\sqrt{n}}{n}.
\]

So \( \delta(\{ k \in \mathbb{N} : |x_k - 0| \geq \varepsilon \}) = 0 \). Hence \( \text{stat} \lim_{n \to \infty} x_n = 0 \).
This example suggests the following definition.

**Definition 2.1.7.** A real number \( \ell \) is called a statistical limit point of \( \{x_k\} \) if there is a set \( \{k_1 < k_2 < k_3 < \cdots < k_n < \cdots \} \subseteq \mathbb{N} \), the asymptotic density of which is not zero (i.e., it is greater than zero or does not exist) such that \( \text{stat} \lim_{n \to \infty} x_{k_n} = \ell \). Let \( \Lambda_{\{x_k\}} \) denote the set of statistical limit points of \( \{x_k\} \). \( \ell \) is an ordinary limit point of a sequence \( \{x_k\} \) if there is a subsequence of \( \{x_{n_k}\} \) that converges to \( \ell \). Denote by \( L_{\{x_k\}} \) the set of ordinary limit points of \( \{x_k\} \).

For the sequence considered in Example 2.1, we have \( L_{\{x_k\}} = \{0, 1\} \) while \( \Lambda_{\{x_k\}} = \{0\} \). We will see later on that in general we have \( \Lambda_{\{x_k\}} \subset L_{\{x_k\}} \), for any sequence \( \{x_n\} \). One more difference between regular convergence and statistical convergence is given in the following example.

**Example 2.1.8.** Let us consider the sequence \( \{x_k\} \) of real numbers whose terms are

\[
x_k = \begin{cases} 
  k & \text{when } k = n^2 \\
  0 & \text{otherwise}.
\end{cases}
\]

Then, it is easy to see that the sequence \( \{x_n\} \) is not bounded and statistically converges to 0 since \( \delta(K) = 0 \), where \( K = \{n^2; n = 1, 2, 3, \ldots \} \).

Therefore a statistically convergent sequence may not be bounded while regular convergent sequences are bounded. Another difference between the two types of convergence deal with subsequences. Indeed it is known that a subsequence of a convergent sequence is convergent. This result is not true for statistical convergence. For example, the sequence \( \{a_k\} \), where \( a_k = k \) for any \( k \geq 1 \), is a subsequence of the sequence \( \{x_k\} \) defined in Example 2.2. Clearly \( \{a_k\} \) is not statistically convergent to 0 while \( \{x_k\} \) is statistically convergent to 0. Indeed we have

\[
\delta\left(\{n \in \mathbb{N}; |a_n - 0| \geq 1\}\right) = \delta(\mathbb{N}) = 1.
\]

However, if we consider dense subsequences of statistically convergent sequences, it is possible to prove the corresponding result. Recall that a subset \( K \) of the set \( \mathbb{N} \) is
called statistically dense if \( \delta(K) = 1 \). For example, the set \( \{ n \in \mathbb{N}; \ n \text{ is not a square} \} \) is statistically dense, while the set \( \{3i; i = 1, 2, 3, \ldots \} \) is not statistically dense (in fact we have \( \delta(\{3i; i = 1, 2, 3, \ldots \}) = 1/3 \)).

The following technical lemma will be helpful to prove some algebraic properties of statistically convergent sequences.

**Lemma 2.1.9.** The following statements are true:

(a) A statistically dense subset of a statistically dense set is a statistically dense set.

(b) The intersection and union of two statistically dense sets are statistically dense sets.

**Proof.** The proof of (a) is easy as well as the proof of (b) for the union of two statistically dense subsets. Let us prove (b) for the intersection of two statistically dense subsets. Indeed let \( A \) and \( B \) be two nonempty subsets of \( \mathbb{N} \). In order to prove that \( \delta(A \cap B) = 1 \), we will prove that \( \delta(\mathbb{N} \setminus (A \cap B)) = 0 \). Since

\[
\mathbb{N} \setminus (A \cap B) = (\mathbb{N} \setminus A) \cup (\mathbb{N} \setminus B),
\]

we get

\[
\delta(\mathbb{N} \setminus (A \cap B)) \leq \delta(\mathbb{N} \setminus A) + \delta(\mathbb{N} \setminus B) = 0,
\]

which completes the proof of our claim. \( \square \)

Another similarity with regular convergence lies in the following result:

**Theorem 2.1.10.** Let \( \{x_k\} \) and \( \{y_k\} \) be two statistically convergent sequences. If \( \text{stat} - \lim_{k \to \infty} x_k = a \), \( \text{stat} - \lim_{k \to \infty} y_k = b \), and \( c \) is any real number, then

(i) \( \text{stat} - \lim_{k \to \infty} (x_k + y_k) = a + b \),

(ii) \( \text{stat} - \lim_{k \to \infty} (c \, x_k) = c \, a \).
Proof. Let us prove (i). Let \( \{x_k\} \) and \( \{y_k\} \) be two statistically convergent sequences. Assume \( \text{stat} - \lim_{k \to \infty} x_k = a \), \( \text{stat} - \lim_{k \to \infty} y_k = b \). Then for every \( \varepsilon > 0 \), we have
\[
\delta\left( \{ k \in \mathbb{N}; |x_k - a| < \varepsilon \} \right) = 1 \quad \text{and} \quad \delta\left( \{ k \in \mathbb{N}; |y_k - b| < \varepsilon \} \right) = 1.
\]
Using the Lemma 2.1.9, we get
\[
\delta\left( \{ k \in \mathbb{N}; |x_k - a| < \varepsilon \} \cap \{ k \in \mathbb{N}; |y_k - b| < \varepsilon \} \right) = 1.
\]
Set \( K = \{ k \in \mathbb{N}; |x_k - a| < \varepsilon \} \cap \{ k \in \mathbb{N}; |y_k - b| < \varepsilon \} \). Then, for any \( k \in K \), we have
\[
|x_k - a| < \varepsilon \quad \text{and} \quad |y_k - b| < \varepsilon,
\]
which implies
\[
|x_k + y_k - (a + b)| < \varepsilon + \varepsilon = 2\varepsilon.
\]
Then
\[
\delta(K) = 1 \leq \delta\left( \{ k \in \mathbb{N}; |x_k + y_k - (a + b)| < 2\varepsilon \} \right) \leq 1.
\]
Since \( \varepsilon \) was arbitrary, we get \( \text{stat} - \lim_{k \to \infty} (x_k + y_k) = a + b \).

The proof of (ii) is similar to the one used for the proof of (i). \qed

Definition 2.1.11. A subsequence \( \{x_{k_n}\} \) of the sequence \( \{x_n\} \) is called statistically dense in \( \{x_n\} \) if the set of all indices \( K = \{k_n; n \geq 1\} \) is statistically dense.

Using Lemma 2.1.9, we get the following result:

Corollary 2.1.12. A statistically dense subsequence of a statistically dense subsequence of \( \{x_n\} \) is a statistically dense subsequence of \( \{x_n\} \).

Now we are ready to prove an analogue to the known characterization of convergent sequence using subsequences.

Theorem 2.1.13. A sequence \( \{x_n\} \) is statistically convergent if and only if any statistically dense subsequence of \( \{x_n\} \) is statistically convergent.
Proof. First Assume that \( \{x_n\} \) is statistically convergent and \( \text{stat} - \lim_{n \to \infty} x_n = \ell \). Let us prove that any statistically dense subsequence \( \{y_k\} \) of \( \{x_n\} \) is also statistically convergent and \( \text{stat} - \lim_{k \to \infty} y_k = \ell \). Assume not, i.e., \( \{y_k\} \) does not statistically converge to \( \ell \). Then there is some \( \varepsilon > 0 \) such that
\[
\lim_{n \to \infty} \frac{1}{n} |B_{n, \varepsilon}| = d
\]
for some \( d \in (0, 1) \), where \( B_{n, \varepsilon} = \{k \leq n; |y_k - \ell| \geq \varepsilon\} \). As \( \{y_k\} \) is a subsequence of \( \{x_i\} \), we have \( A_{n, \varepsilon} \supseteq B_{n, \varepsilon} \), where \( A_{n, \varepsilon} = \{i \leq n; |x_i - \ell| \geq \varepsilon\} \). Consequently, \( \lim_{n \to \infty} \frac{1}{n} |A_{n, \varepsilon}| \geq d > 0 \), which yields that \( \delta(\{n \in \mathbb{N}; |x_n - \ell| \geq \varepsilon\}) \neq 0 \). Therefore \( \{x_n\} \) does not statistically converge to \( \ell \). Contradiction.

As for the converse, we use the fact that any sequence is a statistically dense subsequence of itself.

In particular this result implies that a statistically dense subsequence of a statistically convergent sequence is statistically convergent. The next result is may be the most important and useful when dealing with statistical convergence.

**Theorem 2.1.14.** A sequence \( \{x_n\} \) is statistically convergent, and \( \text{stat} - \lim_{n \to \infty} x_n = \ell \), if and only if there exists a set \( K = \{k_1 < k_2 < k_3 < \ldots < k_n < \ldots\} \subset \mathbb{N} \) such that \( \delta(K) = 1 \) and \( \lim_{n \to \infty} x_{k_n} = \ell \).

Proof. Assume first that a set \( K = \{k_1 < k_2 < k_3 < \ldots < k_n < \ldots\} \) exists such that \( \delta(K) = 1 \) and \( \lim_{n \to \infty} x_{k_n} = \ell \). Let \( \varepsilon > 0 \). Then there exists \( n_0 \in \mathbb{N} \) such that
\[
|x_{k_n} - \ell| < \varepsilon, \text{ for any } n \geq n_0.
\]
Put \( A_\varepsilon = \{n \in \mathbb{N}; |x_n - \ell| < \varepsilon\} \). Then \( \{k_n; \text{ for } n \geq n_0\} \subset A_\varepsilon \). Since
\[
\delta(\{k_n; \text{ for } n \geq n_0\}) = \delta(K \setminus \{k_1, \ldots, k_{n_0-1}\}) = 1,
\]
we get \( \delta(A_\varepsilon) = 1 \) or \( \delta(\{n \in \mathbb{N}; |x_n - \ell| \geq \varepsilon\}) = 0 \). Hence the sequence \( \{x_n\} \) is statistically convergent, and \( \text{stat} - \lim_{n \to \infty} x_n = \ell \).
Conversely assume that \( \{x_n\} \) is statistically convergent, and \( \text{stat} - \lim_{n \to \infty} x_n = \ell \). Put
\[
K_j = \left\{ n \in \mathbb{N}; |x_n - \ell| < \frac{1}{j} \right\}, \quad j = 1, 2, \ldots.
\]
Then since \( \{x_n\} \) is statistically convergent to \( \ell \), we have \( \delta(K_j) = 1, \quad j = 1, 2, \ldots. \) It is evident from the definition of \( K_j \), that
\[
(3) \quad K_1 \supset K_2 \supset \ldots \supset K_j \supset K_{j+1} \supset \ldots,
\]
\[
(3') \quad \delta(K_j) = 1, \quad j = 1, 2, \ldots.
\]
Let us choose an arbitrary number \( v_1 \in K_1 \). According to \( (3') \) there exists a \( v_2 > v_1 \), \( v_2 \in K_2 \) such that for each \( n \geq v_2 \), we have \( \frac{K_2(n)}{n} > \frac{1}{2} \) where \( K_j(n) = \{ k \in K_j; k \leq n \} \) and \( \lim_{n \to \infty} \frac{K_j(n)}{n} = \delta(K_j) = 1 \). Further, according to \( (3') \), there exists a \( v_3 > v_2 \), \( v_3 \in K_3 \) such that for each \( n \geq v_3 \), we have \( \frac{K_3(n)}{n} > \frac{2}{3} \). Thus by induction, we can construct a sequence \( v_1 < v_2 < \ldots < v_j < \ldots \) of positive integers such that \( v_j \in K_j \), and
\[
\frac{K_j(n)}{n} > \frac{j-1}{j},
\]
for each \( n \geq v_j \), \( j = 1, 2, \ldots \). Set
\[
K = [1, v_1) \cup \left( \bigcup_{j \geq 1} [v_j, v_{j+1}) \cap K_j \right).
\]
In other words, each natural number of the interval \( [1, v_1) \) belongs to \( K \), and any natural number of the interval \( [v_j, v_{j+1}) \) belongs to \( K \) if and only if it belongs to \( K_j, \quad j = 1, 2, \ldots \). Then for each \( n \in [v_j, v_{j+1}) \), we get
\[
\frac{K(n)}{n} = \frac{K_j(n)}{n} > \frac{j-1}{j}.
\]
Hence \( \delta(K) = 1 \). Let \( \varepsilon > 0 \). Choose a \( j \geq 1 \) such that \( \frac{1}{j} < \varepsilon \). Let \( n \geq v_j, \quad n \in K \). Then there exists a number \( i \geq j \) such that \( n \in [v_i, v_{i+1}) \cap K_i \). Hence
\[
|x_n - \ell| < \frac{1}{i} \leq \frac{1}{j} < \varepsilon.
\]
Thus \( |x_n - \ell| < \varepsilon \), for each \( n \in K, \quad n \geq v_j, \) i.e., \( \lim_{k \to \infty, k \in K} \ x_k = \ell. \)
The next result is a beautiful one that links statistical convergence to the regular convergence. First recall the Cesaro averages or the partial averages of any sequence \( \{x_n\} \) as

\[
\mu(\{x_n\}) = \{\mu_n\} = \left\{ \frac{1}{n} \sum_{k=1}^{n} x_k; n = 1, 2, 3, \ldots \right\}.
\]

**Theorem 2.1.15.** Assume \( \{x_n\} \) is bounded and \( \text{stat} - \lim_{n \to \infty} x_n = \ell \), then \( \lim_{n \to \infty} \mu(x_n) = \ell \).

**Proof.** Assume \( \text{stat} - \lim_{n \to \infty} x_n = \ell \). Let \( \varepsilon > 0 \). We have

\[
\lim_{n \to \infty} \frac{1}{n} |\{i \leq n; |x_i - \ell| \geq \varepsilon\}| = 0.
\]

Set \( L_{\varepsilon} = \{i \in \mathbb{N}; |x_i - \ell| \geq \varepsilon\} \). Then we have \( \delta(L_{\varepsilon}) = 0 \). If \( i \notin L_{\varepsilon} \), then we have \( |x_i - \ell| < \varepsilon \).

Since \( \{x_n\} \) is bounded, there exists \( M \in (0, \infty) \) such that \( |x_n| \leq M \). So for any \( n \in \mathbb{N} \), we have \( |x_n - \ell| \leq M + |\ell| = M* \). Let us consider the set

\[
L_{n,\varepsilon} = \{i \leq n, i \in \mathbb{N}; |x_i - \ell| \geq \varepsilon\},
\]

and denote \( |L_{n,\varepsilon}| \) by \( u_n \). Then \( \lim_{n \to \infty} \frac{u_n}{n} = 0 = \delta(L_{\varepsilon}) \). Since

\[
|\mu_n - \ell| = \left| \frac{1}{n} \sum_{i=1}^{n} x_i - \ell \right| \leq \frac{1}{n} \sum_{i=1}^{n} |x_i - \ell| \]

\[
\leq \frac{1}{n} \left( M^*u_n + (n - u_n)\varepsilon \right) \]

\[
\leq \frac{1}{n} (M^*u_n + n\varepsilon) = \varepsilon + M^* \left( \frac{u_n}{n} \right),
\]

and \( \lim_{n \to \infty} \frac{u_n}{n} = 0 \), we get

\[
|\mu_n - \ell| < \varepsilon + M^* \varepsilon,
\]

for sufficiently large \( n \). Thus, \( \lim_{n \to \infty} \mu(x_n) = \ell \).

However, convergence of the partial averages/means of a sequence does not imply statistical convergence of this sequence as the following example demonstrates.
Example 2.1.16. Let us consider the sequence \((-1)^n \sqrt{n}\). This sequence is statistically divergent although \(\lim_{n \to \infty} \mu(\{x_n\}) = 0\). Indeed, one can show that
\[
\sum_{k=1}^{2n} (-1)^k \sqrt{k} \geq 0 \quad \text{and} \quad \sum_{k=1}^{2n+1} (-1)^k \sqrt{k} \leq 0,
\]
for any \(n \geq 1\). Using these inequalities, we obtain
\[
\left| \sum_{k=1}^{n} (-1)^k \sqrt{k} \right| \leq \sqrt{n}, \ n \geq 1.
\]
Hence
\[
\lim_{n \to \infty} \mu(\{x_n\}) = \lim_{n \to \infty} \frac{1}{n} \sum_{k=1}^{n} (-1)^k \sqrt{k} = 0.
\]
Next let us prove that the sequence \((-1)^n \sqrt{n}\) is statistically divergent. Assume not. Hence there exists \(\ell \in \mathbb{R}\) such that \(\text{stat} - \lim_{n \to \infty} (-1)^n \sqrt{n} = \ell\). In particular, we have
\[
\delta\left(\{n \in \mathbb{N}; |(-1)^n \sqrt{n} - \ell| < 1\}\right) = 1.
\]
This will imply that there infinitely many \(n \in \mathbb{N}\) such that \(|(-1)^n \sqrt{n} - \ell| < 1\). Note that if \(|(-1)^n \sqrt{n} - \ell| < 1\), we get
\[
|(-1)^n \sqrt{n}| \leq |(-1)^n \sqrt{n} - \ell| + |\ell| < 1 + |\ell|,
\]
which leads to a contradiction since \(\{\sqrt{n}\}\) goes to infinity when \(n\) goes to infinity.

Taking a sequence \(\{x_n\}\) of real numbers, it is possible to construct the sequences \(\sigma(\{x_n\}) = \{\sigma_n\}\) and \(\sigma^2(\{x_n\}) = \{\sigma_n^2\}\), where
\[
\sigma_n = \left(\frac{1}{n} \sum_{k=1}^{n} (x_k - \mu_n)^2\right)^{1/2}
\]
of its partial standard deviations and
\[
\sigma_n^2 = \frac{1}{n} \sum_{k=1}^{n} (x_k - \mu_n)^2,
\]
of its partial variances, \(n = 1, 2, 3, \ldots\). We have the following beautiful result:
Theorem 2.1.17. Assume \( \{x_n\} \) is bounded and \( \lim_{n \to \infty} x_n = \ell \), then

\[
\lim_{n \to \infty} \sigma(\{x_k\}) = 0 \quad \text{and} \quad \lim_{n \to \infty} \sigma^2(\{x_k\}) = 0.
\]

Proof. Without loss of generality, we will only show that \( \lim_{k \to \infty} \sigma^2(x_k) = 0 \). By definition, we have

\[
\sigma^2_n(x_k) = \frac{1}{n} \sum_{k=1}^{n} (x_k - \mu_n)^2 = \frac{1}{n} \sum_{k=1}^{n} (x_k)^2 - \mu_n^2.
\]

Thus,

\[
\lim_{n \to \infty} \sigma^2_n(x_k) = \lim_{n \to \infty} \frac{1}{n} \sum_{k=1}^{n} (x_k)^2 - \lim_{n \to \infty} \mu_n^2.
\]

Since \( \{x_n\} \) is bounded, there exists \( M \in (0, \infty) \) such that \( |x_k| \leq M \), for all \( k \in \mathbb{N} \). Then

\[
|x_k^2 - \ell^2| = (|x_k - \ell|)(|x_k + \ell|) \leq (M + |\ell|)|x_k - \ell|,
\]

for any \( n \geq 1 \). Next we take the set

\[
L_{n,\varepsilon} = \{k \leq n, k \in \mathbb{N}; |x_k - \ell| \geq \varepsilon\},
\]

and denote \( |L_{n,\varepsilon}| \) by \( u_n \). Hence

\[
|\sigma^2_n| = \left| \frac{1}{n} \sum_{k=1}^{n} (x_k)^2 - \mu_n^2 \right| = \left| \frac{1}{n} \sum_{k=1}^{n} (x_k^2 - \ell^2) - (\mu_n^2 - \ell^2) \right|
\]

\[
\leq \frac{(M + |\ell|)}{n} \sum_{k=1}^{n} |x_k - \ell| + |\mu_n^2 - \ell^2|
\]

\[
\leq \frac{(M + |\ell|)}{n} (u_n + (n - u_n)\varepsilon) + |\mu_n^2 - \ell^2|
\]

\[
\leq \frac{(M + |\ell|)}{n} (u_n + n\varepsilon) + |\mu_n^2 - \ell^2|
\]

\[
= (M + |\ell|) \left( \frac{u_n}{n} \right) + \varepsilon(M + |\ell|) + |\mu_n^2 - \ell^2|,
\]
Theorem 2.1.15 implies \( \lim_{k \to \infty} \mu(x_k) = \ell \), which guarantees that \( \lim_{n \to \infty} \mu_n^2 = \ell^2 \). Also since \( \{x_n\} \) statistically converges to \( \ell \), we get \( \lim_{n \to \infty} u_n/n = 0 \). Since \( \varepsilon > 0 \) was arbitrary, the right hand side of the above inequality tends to 0 when \( n \to \infty \). Therefore, we have

\[
\lim_{k \to \infty} \sigma^2(\{x_k\}) = 0.
\]
Chapter 3

Statistical Convergence Topology

In this section we will study the topology generated by the statistical convergence. This new type of convergence will allow us to define closed subsets mirroring what one knows from the regular convergence.

Definition 3.0.18. Let $F \subset \mathbb{R}$ be nonempty and $\ell \in \mathbb{R}$. Then $\ell$ is in the statistical closure of $F$ if there is a sequence $(x_n)$ of points in $F$ such that $\text{stat}\lim_{n \to \infty} x_n = \ell$. We denote the statistical closure of a set $F$ by $\overline{F}^{st}$. We say that a set is statistically closed if it contains all of the points in its statistical closure, i.e., $\overline{F}^{st} \subset F$.

Let us denote by $\mathcal{T}_f$ the family of all statistically closed sets. Next we investigated whether $\mathcal{T}_f$ defines a topology. Note that the empty set and $\mathbb{R}$ are statistically closed. Also it is obvious that $\mathcal{T}_f$ is stable by intersection. The union was not clear and immediate to us.

Theorem 3.0.19. If $A$ and $B$ are two statistically closed subsets of $\mathbb{R}$, then $A \cup B$ is statistically closed.

Proof. Let $\{x_n\}$ be a sequence in $A \cup B$ such that $\text{stat}\lim_{n \to \infty} x_n = x$. Let us prove that $x \in A \cup B$. The Theorem 2.1.14 implies the existence $K = \{k_1 < k_2 < k_3 < \ldots < k_n < \ldots\} \subset \mathbb{N}$ such that $\delta(K) = 1$ and $\lim_{n \to \infty} x_{k_n} = x$. Set

$$A(\{x_n\}) = \{k_n; x_{k_n} \in A\} \quad \text{and} \quad B(\{x_n\}) = \{k_n; x_{k_n} \in B \setminus A\}.$$ 

Clearly we have $A(\{x_n\}) \cup B(\{x_n\}) = K$. Since $\delta(A(\{x_n\})) + \delta(B(\{x_n\})) = \delta(K) = 1$, one of the two sets $A(\{x_n\})$ or $B(\{x_n\})$ is infinite. Assume without loss of generality that
$A(\{x_n\})$ is infinite. Set $A(\{x_n\}) = \{\varphi(n); n \geq 1\}$. Since $\{x_{\varphi(n)}\}$ is a subsequence of $\{x_{k_n}\}$, we get $\lim_{n \to \infty} x_{\varphi(n)} = x$, which implies $\text{stat-} \lim_{n \to \infty} x_{\varphi(n)} = x$, using Theorem 2.1.5. Since $A$ is statistically closed, we get $x \in A$.

The following result shed some light on our investigation of the statistical topology.

**Theorem 3.0.20.** Let $F$ be a nonempty subset of $\mathbb{R}$. $F$ is statistically closed if and only if $F$ is closed, i.e. the statistical topology $T_J$ is identical to the classical topology.

**Proof.** First assume $F$ is a statistically closed subset in $X$, we need to prove that $F$ contains its accumulation points. Let $p$ be an accumulation point of $F$. Let us prove that $p$ is in $F$. Since $p$ is an accumulation point of $F$, there exists a sequence $\{x_n\}$ in $F$ such that $\lim_{n \to \infty} x_n = p$. Using Theorem 2.1.5, we know that $\text{stat-} \lim_{n \to \infty} x_n = p$. Finally since $F$ is statistically closed, then we must have $p \in F$.

Conversely assume that $F$ is a closed subset of $X$. Let us prove that $F$ is statistically closed. Let $\{x_n\}$ be in $F$ such that $\text{stat-} \lim_{n \to \infty} x_n = \ell$. We need to prove that $\ell \in F$. By Theorem 2.1.14, there exists a set $K = \{k_1 < k_2 < k_3 < \ldots < k_n < \ldots\} \subset \mathbb{N}$ such that $\delta(K) = 1$ and $\lim_{n \to \infty} x_{k_n} = \ell$. Since $F$ is closed and $\{x_{k_n}\}$ is in $F$, we get $\ell \in F$.

Next we discuss the concept of statistical Cauchy sequences.

**Definition 3.0.21.** A sequence $\{x_k\}$ is said to be a statistically Cauchy sequence if for every $\varepsilon > 0$ there exists a number $N = N(\varepsilon) \in \mathbb{N}$ such that

$$
\delta\left(\{n \in \mathbb{N}; |x_n - x_N| \geq \varepsilon\}\right) = 0.
$$

As for the convergent sequences, we have the following result:

**Theorem 3.0.22.** Any sequence $\{x_k\}$ is statistically convergent if and only if it is statistically Cauchy, i.e., $\mathbb{R}$ is statistically complete.

**Proof.** Assume first that $\text{stat-} \lim_{k \to \infty} x_k = \ell$. Then, for any $\varepsilon > 0$, we get $\delta(A(\varepsilon)) = 0$, where

$$
A(\varepsilon) = \left\{n \in \mathbb{N}; |x_n - \ell| \geq \frac{\varepsilon}{2}\right\}.
$$
This implies that
\[ \delta(N \setminus A(\varepsilon)) = \delta \left( \left\{ n \in \mathbb{N}; |x_n - \ell| < \frac{\varepsilon}{2} \right\} \right) = 1. \]

Let \( m, n \not\in A(\varepsilon) \), then \( |x_m - x_n| < \varepsilon \). Fix \( m \not\in A(\varepsilon) \) and let
\[ B(\varepsilon) = \{ n \in \mathbb{N}; |x_m - x_n| < \varepsilon \}. \]

Then \( N \setminus A(\varepsilon) \subset \subset B(\varepsilon) \). Hence
\[ 1 = \delta \left( N \setminus A(\varepsilon) \right) \leq \delta \left( B(\varepsilon) \right) \leq 1. \]

This will imply \( \delta \left( N \setminus B(\varepsilon) \right) = 0 \), where \( N \setminus B(\varepsilon) = \{ n \in \mathbb{N}; |x_m - x_n| \geq \varepsilon \} \). This clearly implies that \( \{ x_n \} \) is statistically Cauchy.

Conversely, assume that \( \{ x_k \} \) is statistically Cauchy. Then, for any \( \varepsilon > 0 \), there exists \( N_0 \in \mathbb{N} \) such that \( \delta \left( \{ n \in \mathbb{N}; |x_n - x_{N_0}| < \varepsilon \} \right) = 1 \). In particular, we have
\[ \delta \left( \{ n \in \mathbb{N}; x_n < x_{N_0} + \varepsilon \} \right) = 1 \text{ and } \delta \left( \{ n \in \mathbb{N}; x_{N_0} - \varepsilon < x_n \} \right) = 1. \]

Set
\[ A = \left\{ a \in \mathbb{R}; \delta \left( \{ n \in \mathbb{N}; x_n < a \} \right) = 1 \right\}, \]
and
\[ B = \left\{ b \in \mathbb{R}; \delta \left( \{ n \in \mathbb{N}; x_n > b \} \right) = 1 \right\}. \]

Hence \( x_{N_0} + \varepsilon \in A \) and \( x_{N_0} - \varepsilon \in B \). Moreover let \( a \in A \) and \( b \in B \), then
\[ \delta \left( \{ n \in \mathbb{N}; x_n < a \} \right) = 1 \text{ and } \delta \left( \{ n \in \mathbb{N}; x_n > b \} \right) = 1. \]

Theorem 2.1.9 implies
\[ \delta \left( \{ n \in \mathbb{N}; b < x_n < a \} \right) = 1. \]

This will imply \( b < a \). In particular we have
\[ x_{N_0} - \varepsilon \leq \sup B \leq \inf A \leq x_{N_0} + \varepsilon. \]
Since $\varepsilon$ was arbitrary positive, we get $\sup B = \inf A$. Set $\ell = \sup B = \inf A$. Let $\varepsilon > 0$. Then there exists $a \in A$ and $b \in B$ such that $\ell - \varepsilon < b < a < \ell + \varepsilon$. The definition of $A$ and $B$ imply
\[ \delta \left( \{ n \in \mathbb{N}; \ell - \varepsilon < x_n < \ell + \varepsilon \} \right) = 1. \]
Hence $\delta \left( \{ n \in \mathbb{N}; |x_n - \ell| < \varepsilon \} \right) = 1$, or $\delta \left( \{ n \in \mathbb{N}; |x_n - \ell| \geq \varepsilon \} \right) = 0$. In other words, \( \{x_n\} \) is statistically convergent and its statistical limit is $\ell$. \qed
Chapter 4

Statistical limit-superior and limit-inferior

The purpose of this section is to present natural definitions of the concepts of statistical limit superior and inferior and to develop some statistical analogues of properties of the ordinary limit superior and inferior. The latter results include statistical analogues of Knopp’s Core Theorem and R.C. Buck’s Theorem on Cesaro summability of a sequence to its limit superior.

For a real number sequence \( x = \{x_n\} \), let \( B_x \) denote the set:
\[
B_x = \left\{ b \in \mathbb{R} ; \delta\left( \left\{ k : x_k > b \right\} \right) \neq 0 \right\}.
\]
similarly,
\[
A_x = \left\{ a \in \mathbb{R} ; \delta\left( \left\{ k : x_k < a \right\} \right) \neq 0 \right\}.
\]
Note that, throughout this section, the statement \( \delta(K) \neq 0 \) means that either \( \delta(K) > 0 \) or \( K \) does not have natural density.

**Definition 4.0.23.** If \( \{x_n\} \) is a real number sequence, then the statistical limit superior of \( \{x_n\} \), denoted by \( \text{stat} - \limsup_{n \to \infty} x_n \), is given by
\[
\text{stat} - \limsup_{n \to \infty} x_n = \sup(B_x),
\]
provided that \( B_x \) is not empty. If \( B_x \) is empty, we set \( \text{stat} - \limsup_{n \to \infty} x_n = -\infty \). Also, the statistical limit inferior of \( \{x_n\} \), denoted by \( \text{stat} - \liminf_{n \to \infty} x_n \), is given by
\[
\text{stat} - \liminf_{n \to \infty} x_n = \inf(A_x),
\]
provided that \( A_x \) is not empty. If \( A_x \) is empty, we set \( \liminf_{n \to \infty} x_n = +\infty \).

A simple example will help to illustrate these two concepts just defined.

**Example 4.0.24.** Let the sequence \( \{x_k\} \) be given by

\[
x_k = \begin{cases} 
  k & \text{if } k \text{ is an odd square} \\
  2 & \text{if } k \text{ is an even square} \\
  1 & \text{if } k \text{ is an odd nonsquare} \\
  0 & \text{if } k \text{ is an even nonsquare}
\end{cases}
\]

Note that although \( \{x_k\} \) is unbounded above, it is "statistically bounded" because the set of squares has density zero. Thus \( B_x = (-\infty, 1) \) and \( \limsup_{n \to \infty} x_n = 1 \). Also \( \{x_k\} \) is not statistically convergent since it has two (disjoint) subsequences of positive density that converge to 0 and 1, respectively. Also note that the set of statistical limit points of \( \{x_k\} \) is the set \( \{0, 1\} \), and \( \limsup_{n \to \infty} x_n \) equals the greatest element while \( \liminf_{n \to \infty} x_n \) is the least element of this set, i.e., \( \liminf_{n \to \infty} x_n = 0 \) and \( \limsup_{n \to \infty} x_n = 1 \).

This example suggests the main idea of the following theorem, which can be proved by a straightforward least upper bound argument.

**Theorem 4.0.25.** Let \( \{x_k\} \) be a sequence such that \( \limsup_{n \to \infty} x_n = \beta \) is finite. Then for every \( \varepsilon > 0 \), we have

\[
\delta(\{k \in \mathbb{N}; x_k > \beta - \varepsilon\}) \neq 0 \quad \text{and} \quad \delta(\{k \in \mathbb{N}; x_k > \beta + \varepsilon\}) = 0.
\]

Conversely, if (4.1) holds for every \( \varepsilon > 0 \), then \( \limsup_{n \to \infty} x_n = \beta \).

The dual statement for \( \liminf \) is as follows:

**Theorem 4.0.26.** Let \( \{x_k\} \) be a sequence such that \( \liminf_{n \to \infty} x_n = \alpha \) is finite. Then for every \( \varepsilon > 0 \), we have

\[
\delta(\{k \in \mathbb{N}; x_k < \alpha + \varepsilon\}) \neq 0 \quad \text{and} \quad \delta(\{k \in \mathbb{N}; x_k < \alpha - \varepsilon\}) = 0.
\]

Conversely, if (4.2) holds for every \( \varepsilon > 0 \), then \( \limsup_{n \to \infty} x_n = \alpha \).
From the definition of statistical limit point, we see that Theorem 4.0.25 and Theorem 4.0.26 can be interpreted as saying that \( \text{stat} - \lim \sup \) and \( \text{stat} - \lim \inf \) of a sequence \( \{x_n\} \) are the greatest and the least statistical limit points of \( \{x_n\} \). The next theorem reinforces that observation.

**Theorem 4.0.27.** For any sequence \( x = \{x_k\} \), we have

\[
\text{stat} - \lim \inf_{n \to \infty} x_n \leq \text{stat} - \lim \sup_{n \to \infty} x_n.
\]

**Proof.** Clearly if \( \text{stat} - \lim \inf_{n \to \infty} x_n = -\infty \) or \( \text{stat} - \lim \sup_{n \to \infty} x_n = +\infty \), the conclusion is obvious. Therefore we will assume \( \text{stat} - \lim \inf_{n \to \infty} x_n > -\infty \) and \( \text{stat} - \lim \sup_{n \to \infty} x_n < +\infty \).

Set \( \alpha = \text{stat} - \lim \inf_{n \to \infty} x_n \) and \( \beta = \text{stat} - \lim \sup_{n \to \infty} x_n \). Let \( \varepsilon > 0 \). By Theorem 4.0.25 \( \delta \left( \{k; x_k > \beta + \varepsilon/2\} \right) = 0 \) because \( \beta = \sup B_x \). This implies that

\[
\delta \left( \{k; x_k \leq \beta + \varepsilon/2\} \right) = 1
\]

which, in turn, implies that \( \delta \left( \{k; x_k < \beta + \varepsilon\} \right) = 1 \). Hence, \( \beta + \varepsilon \in A_x \). By definition \( \alpha = \inf A_x \), so we conclude that \( \alpha \leq \beta + \varepsilon \) and since \( \varepsilon \) is arbitrarily positive this gives us \( \alpha \leq \beta \). \( \square \)

From Theorem 4.0.27 and the above definition, it is clear that

\[
\lim \inf_{n \to \infty} x_n \leq \text{stat} - \lim \inf_{n \to \infty} x_n \leq \text{stat} - \lim \sup_{n \to \infty} x_n \leq \lim \sup_{n \to \infty} x_n,
\]

for any sequence \( \{x_n\} \).

The next result is another statistical analogue of a very basic property of convergent sequences. For clarity of presentation we first give a formal definition of another statistical concept.

**Definition 4.0.28.** The real number sequence \( \{x_n\} \) is said to be statistically bounded if there is a number \( M \in \mathbb{R} \) such that

\[
\delta \left( \{n \in \mathbb{N}; |x_k| > M\} \right) = 0.
\]
Note that statistical boundedness implies that $\liminf_{n \to \infty} x_n$ and $\limsup_{n \to \infty} x_n$ are finite. Next we prove an analogue to the known result on regular convergence of sequences.

**Theorem 4.0.29.** The statistically bounded sequence $\{x_n\}$ is statistically convergent if and only if $\liminf_{n \to \infty} x_n = \limsup_{n \to \infty} x_n$.

**Proof.** Assume that the statistically bounded sequence $\{x_n\}$ is statistically convergent, and $\lim_{n \to \infty} x_n = \ell$. Let $\varepsilon > 0$. Then

$$\delta \left( \{n \in \mathbb{N}; |x_n - \ell| \geq \varepsilon \} \right) = 0.$$

So

$$\delta \left( \{n \in \mathbb{N}; x_n \geq \ell + \varepsilon \} \right) = 0,$$

which implies that $\liminf_{n \to \infty} x_n \leq \ell + \varepsilon$. We also have

$$\delta \left( \{n \in \mathbb{N}; x_n \leq \ell - \varepsilon \} \right) = 0,$$

which implies that $\limsup_{n \to \infty} x_n \geq \ell - \varepsilon$. Since $\varepsilon$ was arbitrary, we get $\liminf_{n \to \infty} x_n \leq \ell$ and $\limsup_{n \to \infty} x_n \geq \ell$. Therefore we must have

$$\liminf_{n \to \infty} x_n = \limsup_{n \to \infty} x_n = \ell.$$

Conversely assume $\liminf_{n \to \infty} x_n = \limsup_{n \to \infty} x_n$. Set $\ell = \liminf_{n \to \infty} x_n = \limsup_{n \to \infty} x_n$. Let $\varepsilon > 0$. Then Theorems 4.0.25 and 4.0.26 imply

$$\delta \left( \{n \in \mathbb{N}; x_n > \ell + \frac{\varepsilon}{2} \} \right) = 0 \quad \text{and} \quad \delta \left( \{n \in \mathbb{N}; x_n < \ell - \frac{\varepsilon}{2} \} \right) = 0.$$

Hence $\lim_{n \to \infty} x_n = \ell$. \qed
Chapter 5

Future research related problems

5.1 Statistical convergence in metric spaces

Let \((M, d)\) be a metric space. A sequence \(\{x_n\}\) in \(M\) is said to be statistically convergent to \(x \in M\) if for every \(\varepsilon > 0\) we have

\[
\delta \left( \{ n \in \mathbb{N} ; d(x_n, x) \geq \varepsilon \} \right) = 0.
\]

It is easy to check many of the properties showed in the case of \(M = \mathbb{R}\). In particular, we have the following definition:

**Definition 5.1.1.** A sequence \(\{x_k\}\) in \(M\) is said to be a statistically Cauchy sequence if for every \(\varepsilon > 0\) there exists a number \(N = N(\varepsilon) \in \mathbb{N}\) such that

\[
\delta \left( \{ n \in \mathbb{N} ; d(x_n, x_N) \geq \varepsilon \} \right) = 0.
\]

It will be interesting to investigate whether the following theorem is still valid.

**Theorem 5.1.2.** Assume that \((M, d)\) is a complete metric space. Then any sequence \(\{x_k\}\) in \(M\) is statistically convergent if and only if it is statistically Cauchy, i.e., \(M\) is statistically complete.

In the case \(M = \mathbb{R}^m\), any sequence \(\{x_n\}\) will generate \(m\) real sequences (the components of each vector \(x_n\)). It will be interesting to characterize the statistical convergence of a sequence \(\{x_n\}\) in \(\mathbb{R}^m\) in terms of the statistical convergence of their components.
5.2 Extension of Banach contraction principle

Banach’s Contraction Mapping Principle is remarkable in its simplicity, yet it is perhaps the most widely applied fixed point theorem in all of analysis. This is because the contractive condition on the mapping is simple and easy to test, because it requires only a complete metric space for its setting, and because it finds almost canonical applications in the theory of differential and integral equations.

Definition 5.2.1. Let \((M, d)\) be a metric space. A mapping \(T : M \to M\) is said to be lipschitzian if there is a constant \(k \geq 0\) such that, for all \(x, y \in M\), we have

\[
d(T(x), T(y)) \leq k d(x, y).
\]

The smallest constant \(k\), for which the above inequality holds, is called the Lipschitz constant of \(T\) and is denoted \(\text{Lip}(T)\). The mapping \(T\) is called a contraction whenever \(\text{Lip}(T) < 1\).

A point \(x \in M\) is said to be a fixed point of \(T\) if \(T(x) = x\).

Now we are ready to state Banach’s Contraction Mapping Principle.

Theorem 5.2.2. Let \((M, d)\) be a complete metric space and let \(T : M \to M\) be a contraction mapping. Then \(T\) has a unique fixed point \(x_0\), and moreover, for each \(x \in M\), \(\lim_{n \to \infty} T^n(x) = x_0\).

One of the questions raised when studying the statistical convergence is the validity of Banach’s Contraction Mapping Principle when we assume that the mapping \(T : M \to M\) satisfies the following condition

\[
\text{stat} - \lim_{n \to \infty} \text{Lip}(T^n) < 1.
\]

This question is still open and may require future attention.
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