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Chapter 1: Introduction

1.1 Research Background

The present thesis is concerned in the use of metaheuristics to find excellent solutions for hard problems that our society is facing. A persistent rise in the importance of the optimization on the use of resources is one of the major trends of the human history. Since the industrial revolution that began in 1970s the industries began to try to use the resources in a more intelligent way. Industries and business always try get as most as possible outcome from what they are producing and/selling. In a remarkable profusion of applications, optimization has penetrated deeply into every area of human life, for example, industries, hospitals, home, and also in different growing commercial and service sectors making important changes on to them. Optimization is undoubtedly one most integral part of human contemporary life and a key part on human development in various sectors. The lack of optimization techniques causes a economical lost and a various steps behind of a comparable industry that uses it, due to the reduced commercial and industrial production. The primary function of an optimization technique is to create a reliable method to catch the extreme of a specific function by an intelligent arrangement of its evaluations (measurements).

Our society is highly dependent on time and cost-effective solutions, and two of the most important actual problems are the security on airports and the reliability on power systems, since air transportation and electricity are essential services. Therefore, having a reliable power system and an excellent airport security are very important factor for a good life quality. In order to provide constant electricity supply we need to design a component replacement schedule for the electric distribution systems. One of the key aspects in designing the component replacement schedule is the reliability. An unreliable power system infers in high cost to the electric company and most important to the customers.
According to SGI Federal (2003), the cost of a major power outage confined to one state can be on the order of tens of millions of dollars per day. One power outage that affects multiple states can cost over one hundred million dollars. A power grid consists in three main divisions, which are: the generating station, transmission network, and distribution network. The generation station is where the electricity is produced; the transmission network is the connection between the station where the electricity is generated and the distribution network. A bulk supply point is the point of connection between a distribution and a transmission network. The distribution network links a utility bulk transmission network and the retail customer.

For power systems, the number and duration of supply interruptions characterize the continuity of supply (Sand et al., 2004). A reliable power system is a system that has the ability of supply electricity at any point of time. Sometimes in the electrical industry the term “availability” is used instead as “reliability”. One of the main focuses of this research is in the power distribution system. For the power industry most of the time the distribution system begins at the substation and ends with the final customer. Most of the customer electrical outages (up to 80%) occur due to a failure in the distribution system. Since the demand of electricity is increasing constantly it is basic for the power industry to have a very reliable electric distribution system. A component replacement analysis is the determination of when to change a specific component in the system, in order to minimize the impact of a failing component. The impact of a failure component can be determined in cost such as the cost of an outage. At each planning period two decisions should be taken: one is to either KEEP the component or REPLACE it for a completely new component. When a component is selected to continue is the system (keep it) the component must receive maintenance in order to continue its operations, as it wears out with the aging process.

In the power system we can divide the component replacement problem in two different categories: series replacement or parallel replacement. In a series replacement problem one or multiple
independent components, that interrupts the service when at least one fails, are considered to be replaced at a specific time. On the other hand, in a parallel replacement problem multiple interdependent components, that interrupts the service when a specific combination of components fail, are considered to be replaced at a specific time. When some constraints are added to the replacement problems (either series or parallel), the solutions search (KEEP or REPLACE) results in a complex combinatorial optimization problem.

The other important issue that this thesis addresses is the aviation security problem. For the threats of terrorism against aircraft during the past years has received more attention due to the security concerns. For this reason airport screening procedures all over the world and more in the United States have gone through important improvements in order to ensure safety. In 1996 the White House Commission on Aviation Safety and Security (CASS) was created due to the crash of the Trans World Airlines Flight 80 (TWA 800). The mayor contribution of the CASS was the recommendation of the deployment and use of new screening technologies and equipment, also the development of standards for training and testing the screening security device. In 1996 the United States congress passed the Federal Aviation Reauthorization Act of 1996. By the same time in 1997 the United States Congress passed the Omnibus Consolidated Appropriations Act. Finally in 2000, the United States Congress provided to the Federal Aviation Administration (FAA) a found of one billion dollars of airport security. One third of this founding was used to purchase and deployment of security equipment (Coughlin et al., 2002). One of the major improvements in the airport security was reach by the use of Explosive Detection Systems, the implementation of Passenger-Baggage Matching and Automated Passenger Profiling. The Transportation Security Administration (TSA) has mainly focused in identifying potential threats by baggage screener training and the implementation of new procedures.

By finish of the 20th century, a system was implemented to improve the airport security by the identification of potential terrorists through the use profiles; this system is the Computer-Aided
Passenger Prescreening System (CAPPS). CAPPS helps the security personnel to focus their attention on the higher risk individuals. When a passenger is classified as not a risk a label of nonselectee is used over it, while in the other hand those found as a possible threat is classified as selectee (O’Harrow, 2002). According to previous research the implementation of CAPPS is not sufficient to warranty the total security and also it was found that some airports using CAPPS in order to select passengers for a more intense security process are less secure than other airports that use a random selections of passengers that go through inspection. For example, in 2002 Chakrabarti and Strauss developed Carnival Booth, an algorithm that uses a combination of statistical analysis and computer simulation, to demonstrate how a terrorist could defeat CAPPS. Chakrabarti and Strauss evaluated the efficacy of their algorithm and demonstrate that CAPPS is an inefficient method for airport security.

The breakpoint in the airport security was the terrorist attacks on September 11, 2001. Since 2001 aviation security changed to a uniform screening across the country with the law that mandates 100% checked baggage screening, eliminating the distinction between passengers’ selectees and nonselectees. Even though, the TSA revisited the selective screening policies by the development of CAPPS II, a continuation of CAPPS, but on July 14, 2004, the TSA announced that CAPPS II would not be implemented. But, TSA announced that by the research done to implement CAPPS II, it was found that it is more effective to perform a more intense scrutiny of passenger that has a profile of “security risk” than increasing the security for all passengers. Poole and Passantino in 2003 said that is not cost-effective to implement a 100% checked baggage screening policy and proposed to create multiple levels of security for screening passengers.

CAPPS II only improve aviation security under some particular set of circumstances, so that it is recommended that CAPPS II be transitioned from security centerpiece to one part of many future components in aviation security (Barnett, 2004). In 2006 Martonosi and Barnett created a mathematical model that explores the effectiveness of airport passenger prescreening system against terrorist attracts
and noticed that CAPPS II may not improve the security of aviation. MITRE Corporation and Weiss
developed in 2011 the Dynamic Airport Security Model. This model is a fast-time desktop simulation
that accepts the airport layout, security procedure and threat vectors (path-weapon combinations) as the
main inputs and with that information develop a model of the performance of the airport’s security.
Most of the airports today use many levels of security specially to check the baggage, using in most of
them Explosive Detection Systems. There are many different types of Explosive Detection Devices that
has different output. When an airport needs to find the best combination of levels and machines to use
also results in a complex combinatorial optimization problem.

Since both problems previous described are combinatorial optimization problems this research
focuses in the implementation of metaheuristics to solve those important issues that our society is facing.
One of the most intense growing research area is the use of metaheuristics to solve combinatorial
optimization problems. One of the main reasons for this is that the combinatorial optimization problems
are very important for the scientific world, but are even more important for the industry. All the
optimization problems try to find the best combination of the given variables to achieve an specific goal.
For the combinatorial optimization problems the main goal is to find a discrete mathematical object
minimizes/maximizes the objective function. The present research uses Genetic Algorithms to solve the
component replacement schedule in power distribution systems problem and Memetic Algorithms to
solve the design of an optimal baggage screening strategy.

Memetic Algorithms (MA’s) and Genetic Algorithms (GAs) are a class of search and
optimization methods inspires by the evolutionary adaptation in nature. GA’s were introduced in early
1970s by Holland, but were implemented in optimization problems until late 1980s by Goldberg. While
the combination of an Evolutionary Algorithm (EAs) with a local search makes a “Memetic Algorithm”
(Moscato, 1989). In both cases simple GAs and MAs are global optimization methods, since the first
trial solutions run by them are based on global information that is then utilized by the search process. In both cases the GAs and MAs the optimization mechanism are the following:

- GAs and MAs uses a population of chromosomes, where each chromosome represents a trial solution of the problem.
- For each chromosome its fitness value is evaluated, where the fitness value is the criterion of the optimization problem evaluated.
- For each generation, the chromosomes that gave the fitness value are selected to undergo through a series of evolutionary operators to produce new chromosomes (sometimes called offspring).
- The better chromosomes then evolve by the optimization process, and by then the fittest chromosome is the optimized solution.

As motioned before the solutions of the optimization problem are codified chromosomes (Krasnogor and Smith, 2005). GAs and MAs uses evolution operators, and in for them they are the same two evolution operators, the crossover operator and the mutation operator. GAs and MAs begin to work with a given population (set) of random solutions in form of chromosomes, where the fitness value of each chromosome is determined by the evaluation of the objective function (Kamepalli, 2001). The evolutionary operators help the best chromosomes to interchange information to produce new chromosomes. After the evolutionary operator process the new set of solutions are then evaluated and used to make a continuous evolution. The process is repeated for a specific number of generations to obtain an optimum solution, or at least a near to optimum solution to the combinatorial optimization problem.

Sometimes, classical GAs is not aggressive enough to solve some combinatorial optimization problems and should be enhanced with local search methods (Mendoza et al; 2009). The difference between a GA and a MA is the use of a local search operator extra for the MA. A local search helps the MA to locate a local optimum at each iteration more efficiently than GAs (Garg, 2009). The term
‘Memetic Algorithms’ was adopted in the late 80’s in order to denote a new family of metaheuristics that combines tightly separated families such as evolutionary algorithms (Moscato et al; 2004).

1.2 RESEARCH OBJECTIVES

The present work shows how evolutionary algorithms can be used in order to solve hard combinatorial problems. Two different industries with highly different demands were chosen to demonstrate the functionality and flexibility of evolutionary algorithms to solve combinatorial problems. For the component replacement scheduling model for the power distribution system over finite planning horizon a Genetic Algorithm was used. A model is developed for a radial configuration and for a complex configuration. Radial configuration is the most commonly used in the power industry but that tendency is moving towards a complex configuration. The main objective of the research focus in the power industry is to find the replacement schedule that minimizes the total cost, subject to budget constraints.

In order to minimize the total cost for the component replacement schedule, another objectives should be addressed. For example, first of all a generalized formulation for the main goal in which all the issues are examined should be done. Most of the issues that should be addressed are the objectives and constraints that are commonly encountered in real life.

In the other hand using a Memetic Algorithm solves the second problem addressed by this research. A model was developed for different number of levels, from two up to ten. For space constraints ten is the maximum number of levels allowed for a common airport. The main objective of the second half of the present research is to find the best configuration of machines and levels that minimizes the total cost.
1.3 Proposed Thesis Layout

In chapter 2 metaheuristics approaches and exact optimization methods were presented. In the first section of the chapter describes what is a combinatorial optimization problem. The second section of the chapter gives a brief explanation of some exact optimization problems. The exact optimization methods explained are: Linear Programming, Integer Programming, and Dynamic Programming. The third section of the chapter explains what a metaheuristic is and how it works. Different types of metaheuristics are explained such as Tabu Search and different evolutionary algorithms. The evolutionary algorithms explained are: Ant Colony Optimization, Particle Swarm Optimization, Monkey Algorithm, Genetic Algorithm and Memetic Algorithm. Since the Genetic Algorithm and Memetic Algorithm are the evolutionary algorithm used in the present research one section of the chapter is completely dedicated to them.

Chapter 3 gives a main description of the component replacement schedule for the power distribution system and how the power system works. In the first section it is explained what is component replacement analysis. The second section explains the concepts of electricity generation, electricity transmission and the distribution systems. Each stage of the power system network is explained in detail. The third section of the chapter is focused in explain the distribution system, since it is the main topic of the first half of the research. The third section explains how the distribution network works, which factors and components are involved, and finally the main importance of the distribution system.

Chapter 4 explains the model developed to solve the component replacement scheduling. Chapter 4 gives a detail explanation of the methodology and formulation necessary to solve the problem. Section 2 gives a literature review of the application of similar metaheuristic to find an optimal solution in different problem domains. Section three presents the application of Genetic Algorithms in different component replacement problems. Section four present the Non-Homogenous Poisson Process (NHPP)
method. NHPP is used to calculate the aging process of the components of the distribution system. Section four also present the different formulation sued to calculate the total cost of schedule. The total cost is the summation of the maintenance cost, the unavailability cost and the purchase cost. Also, presents the Genetic Algorithm developed. Two configurations were solved for the component replacement analysis. A algorithm is developed for the radial configuration and the complex configuration. Section 1 present the algorithm developed for the radial configuration, with a detailed explanation of the steps involved to find the optimal solution. The second section explains the difference between the formulations to find solve the radial and the complex configurations. The third section of the chapter gives an example of the complex configuration and the best schedule obtained for it.

Chapter 5 gives a main description of the aviation baggage-screening problem. The first section gives an introduction to the baggage-screening problem along with a literature review. The second section explains the basic concepts of the baggage-screening problem.

Chapter 6 explains the methodology to solve the problem and the model developed. In section one the problem is analyzed and shows the mathematical model of the problem. The second section describes the model assumptions. Section three explains the Memetic Algorithm and Genetic Algorithm used. Section four gives an example of the baggage-screening problem and explains the results.
Chapter 2: Heuristic Optimization Methods

2.1 Introduction

The main focus of this chapter is to introduce and understand the different methods of optimization techniques. The different optimization methods are explained briefly with an special emphasis in the explanation of the Genetic Algorithms and Memetic Algorithms. First a brief description of what a combinatorial optimization problem is presented. Afterwards the exact optimization methods are described, with special emphasis in Linear Programming, Integer Programming and Dynamic Programming. Then, the metaheuristic method is explained. Tabu Search, Ant Colony Optimization, Particle Swarm Optimization, Monkey Algorithm, Genetic Algorithm and Memetic Algorithm are explained.

2.2 Combinatorial Optimization Problems

When a best solution is found over a set of feasible solution we say that the problem solved was optimized. All problems that could be optimized try to find the best combination of values that minimize or maximize the objective function. The generalized optimization theory covers a large area of mathematics. Optimizing is to find “best value” of the objective function.

In recent years the term “Combinatorial Optimization” (CO) has emerged. CO is used to describe the areas of mathematical programming concerned to the solution of optimization problems that has a combinatorial structure. Humanity has faced optimization problems since ancient ages; the main problem with optimization problems is that sometimes they have an infinite number of solutions. In recent years it has been found that most of the recent optimization problems have a finite number of solutions, even though the set of solutions is pretty big. Combinatorial problems are focused on the techniques and theory of the problems that have a finite number of solutions and the main goal is to find the best solution, where the set of feasible solutions is discrete or can be reduced to discrete. Software
engineering, mathematics and Artificial intelligence are some important applications of the operations research and computational complexity theory related to combinatorial optimization. Most of the real world problems such as scheduling, assignment, routing, packing, cutting, network design are combinatorial optimization problems. The most common combinatorial optimization problems are:

- **Traveling Salesman Problem**: For a set of different cities, which will be the best path to follow if all the cities must be visited and must return to the start point. The main objective is to minimize total distance traveled.

- **Facilities Layout Problem**: A set of facilities that need to be laid on the space of a factory. The main objective is to maximize the benefit of the location.

- **Vehicle Scheduling Problem**: A set of cars that need to visit a number of locations. The main objective is to minimize the distance traveled, with the constraint of vehicle capacity.

- **Transportation Problem**: For a set of warehouses to a set of factories design a distribution system. The main objective is to minimize the transportation cost for each factory and warehouse demand.

The last examples are the most commonly hard combinatorial optimization problems in real world, but they are not the only and most important real-world combinatorial optimization problems. There are two different types of techniques to solve combinatorial optimization problems. One technique is the exact optimization methods such as, Linear Programming, Integer Programming and Dynamic Programming. The second category of techniques is the metaheuristic optimization such as Genetic, Monkey and Memetic Algorithms. Other examples of metaheuristics are the Particle Swarm Optimization, Tabu Search and Ant Colony Optimization.
2.3 EXACT OPTIMIZATION

The main advantage of the exact optimization methods is that they do guarantee to find the best solution over the set of feasible solutions. The main disadvantage is the run-time to find the optimal solution. The run-time for the exact optimization methods increases exponentially as the size of the problem increases. Most of the time only small optimization problems can be solved to prove the optimality of the solution found.

2.3.1 Linear Programming

Linear programming problem is a problem that has linear constraints and a linear function subject to the constraints that needs to be either maximized or minimized. In operations research the most used optimization technique is Linear Programming (Zoints, 1974). A constraint is a formula that limits the feasibility of a solution; the constraints must be represented as inequalities and equalities. LP takes all the constraints related to the same situation and finds the BEST combination for the main objective satisfying the given constraints. To solve a linear programming problem the objective function
and the constraints must be linear. A example of a linear programming problem is the problem that a farmer faces when has a limited amount of money to buy seeds to plant and has only 10 acres to use, he wants to maximize its profit but each different seed would need a different amount of space and will give a different profit, so which is the best combination of seed to maximize profit. Linear Programming is used everyday for the organization and allocation of resources. Since linear programming is extensively used in economics, linear programming is one of the most important optimization techniques.

Simple Linear Programming problems are solved graphically by plotting the inequalities/equalities formulas that represent the constraints of the problem. The constraints forma a bounded are in a x-y plane. The area bounded is called the feasible region, and the corners of the feasible region are the candidates of the optimal solution. To find the value of the corners a pair of lines that intersects must be solved in point of the intersection. Once the coordinates of the intersection points were found those values are tested in the optimization equation, in which we are trying to find to minimum or maximum value. Figure 2 shows the graphic representation of the linear programming method, where the area in blue is the feasible region.

![Figure 2-2: Graph of the bounded region of a Linear Programming problem](Image)
Only simple linear programming problems can be solved using the graphic method. When the number of variables increases and the problem becomes more complex the graphical method does not solve the linear programming problem. If the linear programming problem is complex the simplex method and dual simplex method are the most widely used technique. The standard form of a linear programming problem is shown below:

\[
\begin{align*}
\text{Maximize: } & CX \\
\text{Subject to,} & AX=b
\end{align*}
\]

Figure 2-3: Standard form of Linear Programming Problem

### 2.3.2 Dynamic Programming

Dynamic Programming solves a problem by identifying a set of sub problems. Each sub problem is solved one by one, from lower to higher. The smallest problem is solved first and the answer of the last problem will help to solve the next in size problem until the main problem is solved. Here the longest common subsequence is ABAD. Dynamic Programming tries to simplify highly complicated problems by breaking them into sub problems in a recursive manner. In 1955 Bellman introduced the Dynamic Programming formulation to solve a finite horizon equipment replacement. This problem addressed general costs and considers a single challenger in each decision period.

For Bellman the “principle of optimality” is that the some decision problems cannot be divided in sub problems, then the decisions span several points in time often break apart. If the sub problems can nested into larger problems, the dynamic programming methods can be used. Bellman also shown that can be stated in a step-by-step form. This can be achieve by writing down the relationship between the value function in the actual period with the value function and the next period, this is called the Bellman
In order to find a optimal solution using dynamic programming the Bellman equation is necessary. The Bellman equation gives the utility of a state, when there are “n” states there are “n” Bellman equations. This gives a system of simultaneous equations, but in this case the equations are not linear because of the max/min operator.

In recent years Espiritu et al; (2008) have used a combination of Dynamic and Integer Programming to obtain a cost-efficient system level component replacement schedule. The model solves capital replacement problems for a set of heterogeneous assets in a power system grid subject to budget constraints. The main objective of the research was to minimize the total net present value of unmet demand. The model considers the system availability, maintenance, and purchase cost over a finite planning horizon. For maintenance scheduling problems dynamic programming is one of the best options, mainly for its properties (Yamayee et al; 1983).

### 2.3.3 Integer Programming

When in a optimization problem the variables are restricted to be integers the best option to solve the problem is Integer Programming. In some special cases not all the variables are required to be an integer, in those cases the problem is a mixed integer-programming problem. For the combinatorial problem of integer programming the feasible region is not a convex set, making it more difficult than a simple linear programming problem. In integer programming the problems have many local optima, such that finding the global optimum requires to prove that the solution dominates all the other feasible solutions. The standard form of Integer Programming Problem is shown in figure 2-4.
Algorithm is a scientific procedure, which converge to the best solution of a given problem, in the other hand an heuristic is an algorithm that most of the time gives a solution close to the right answer (Black, 2004). Most of the real-world problems are so complex that standard algorithms do not have the capacity solve them. Complex combinatorial problems are so large that the computational time to solve them using exact optimization techniques can be solve, one example of this kind problems are the vehicle routing problems and the traveling sales problem. Also a complex combinatorial problem is when the problem cannot be formulated in explicit terms, neither in quantitative terms.

One of the highest areas of research is the possibility of applying metaheuristics due to its nature to find close to optimal solutions, and in some cases the optimal solution. There is no any precise definition of metaheuristic, one widely accepted definition is the one gave by Goldberg in 1989, “A metaheuristic refers to a master strategy that guides and modifies other heuristics to produce solutions beyond those that are normally generated in a quest for local optimality.” Another accepted definition for a metaheuristic is “A metaheuristic is a general algorithmic framework which can be applied to different optimization problems with relatively few modifications to make them adapted to a specific problem” presented Dorigo in 1996. The most recent definition of metaheuristic was gave by Black in
Metaheuristic can also be defined as a high-level algorithmic framework or approach that can be specialized to solve optimization problems.”

All the metaheuristics are strategies that guide a problem specific heuristic to boost its performance. When using a metaheuristic is important to focus in avoid to be trapped in a local minima/maxima. To not be trapped at a local minima/maxima, the metaheuristic uses different approaches. For example, in way to move from a local minima is to generate new starting solution for the heuristic used. The metaheuristic optimization methods use probabilistic decisions during the search for solutions. The main difference between a random search and a metaheuristic, is that the metaheuristic used the randomization is not completely blind, but instead intelligent, in a biased form (Stützle, 1999).

Metaheuristics are categorized in different ways depending on its characteristics. There is nature inspired metaheuristics and non-nature inspired metaheuristics. Also there is memory-less metaheuristics and memory usage metaheuristics, which are differentiated by the use of short-term memories or long-term memories. Another categorization is the single point and population based metaheuristics (Blum et al; 2008).

2.4.1 Particle Swarm Optimization

Particle Swarm Optimization (PSO) is a metaheuristic inspired in the social behavior of organism, more concrete in birds and fishes. Particle Swarm Optimization mimics the collective behavior of the birds’ crowds. James Kennedy and Russell Eberhart introduced particle Swarm Optimization in 1995. Particle Swarm Optimization is a population based metaheuristic that is inspired in the mutual cooperation. Particle Swarm Optimization is also a tool used in socio-cognition of human and artificial causes, and is based on the principles of social psychology (Kennedy et al; 1995). Particle Swarm Optimization has the following five principles:
The population carries space and time computations (proximity principle).

The population responds to the factors in the environment (quality principle).

The population changes in behavior when it is needed (adaptability principle).

The population does not change its behavior every time the environment changes (stability principle).

The population should not commit its activities along excessively narrow channels (diverse response principle).

For Particle Swarm Optimization each solution is called “bird” in the “particle” search space. The birds have a fitness value that is evaluated by the fitness function. The particles also have velocities that direct the flying of the bird, and then the birds fly in the problem space following the local optimum solutions. Particle swarm optimization starts with a group of random birds (solutions) and it searches for the optimal solution by updating the generations of “birds”. At each iteration every bird is changed by the following two “best” values. At the end the first bird is said to be the best solution found. The best solution found is then called \( p_{best} \). When all the swarms find the “best” value is called \( g_{best} \) it is a global optima. The local best value found is then called \( l_{best} \).

On each dimension the bids velocities are limited to a maximum velocity \( V_{max} \). \( V_{max} \) helps to limit the velocity of the sum of the accelerations to do not exceed the maximum velocity defined by the programmer.

In other words the Particle Swarm Optimization works as follows: For each bird its position and velocity vectors are random selected, then it measures the fitness of each bird \( (p_{best}) \) and then the bird is stored with the best fitness \( (g_{best}) \) value. After that the velocity and positions vectors according to first two steps for each bird. Finally the last two steps are repeated until the stopping criterion is satisfied. The main advantage of the Particle Swarm Optimization is that it has few parameters to adjust, and it is widely used in multi-objective optimization, biological system modeling, pattern recognition, system
design, image segmentation, job shop scheduling and scheduling and planning. The pseudo code of the procedure is as follows

```
For each particle
    Initialize particle
END

Do
    For each particle
        Calculate fitness value
        If the fitness value is better than the best fitness value (pBest) in history
            set current value as the new pBest
    End

Choose the particle with the best fitness value of all the particles as the gBest
    For each particle
        Calculate particle velocity according equation (a)
        Update particle position according equation (b)
    End
```

Figure 2-5: Particle Swarm Optimization pseudo code

2.4.2 Tabu Search

Tabu Search is a procedure used in other metaheuristics in order to avoid being trapped at local optimal solutions. In 1986 Glover proposed Tabu Search as a metaheuristic to solve various combinatorial problems, especially problems addressed by the operations research literature. Most of the time Tabu Search finds solutions very close to the optimal solutions, sometimes it finds the optimal solution. Using Tabu Search we can tackle difficult problems at hand, making it one of the most popular metaheuristics to solve combinatorial problems at practical settings. Tabu Search was primarily
designed to find solutions for hard combinatorial problems; most of them are the Traveling Salesman Problem, routing problem, and Job Shop Scheduling.

Tabu Search has the distinguishing feature of adaptive forms of memory, which equips it to penetrate complexities that often confound alternative approaches (Glover et al.; 1997). The most important component of Tabu Search is the Tabu List, so that in order to begin a Tabu List needs to be created. Then an initial solution \((s)\) is set at random to be alter by a local search to scan neighborhoods, \(N(s)\). From all the neighbors \((k)\) of the solution \(s\), the best neighbor is selected \((s')\). The combination that gives the best solution goes to the Tabu list. Then, at each iteration the best neighbor found is going to be the solutions that at the next iteration will be alter to find new neighbors. This process is repeated until the stopping criterion is met. The best solutions found at the end of the Tabu Search process is said to be the “optimal solution”.
Figure 2-6: Tabu Search Flow Chart
2.4.3 Ant Colony Optimization

Marco Dorigo proposed ant colony optimization for the first time in 1992. In his thesis Dorigo uses Ant Colony Optimization to search in a graph the optimal path. Ant Colony Optimization is the metaheuristic inspired in the behavior of real ants, and is part of the swarm intelligence, and it is based on the foraging behavior of ants seeking a path between the colony and the source of food. At the beginning ants search the area surrounding them at random, and when they find a source of food they creates a path to it. The path is created when at the return trip the ants deposits a chemical pheromone on the ground. As better the quality and quantity of the food more pheromone is deposited on the ground, and then more ants are guided to the source of food. By using it pheromones the ants can find the shortest path to the best source of food. Ant Colony Optimization uses this characteristic to solve hard optimization problems. Ant Colony Optimization has a good performance in scheduling problems, as Job-Shop, Flow-Shop, Resource Constrained Project (Besten et al., 2000), Single Machine Total Weighted Tardiness problems (Dorigo et al., 1996), and Traveling Salesman Problem (Merkle et al., 2002).

Ant Colony Optimization is a metaheuristic that has an initialization step and then it loops over three algorithm components. One iteration loop consists in the construction of all the solutions by the ants, and then in the second loop they are improved by the use of a local search algorithm, then finally in the third loop an update of the pheromones is done. To construct an set solutions, $m$ artificial ants construct the solutions by using the elements form a finite set of solution components, $C=\{c_{ij}\}$, $i=1,\ldots,n$, $j=1,\ldots,D_i$. In a empty partial solution $s^0=0$, the construction of initial solutions starts, and then the current partial solution $s^t$ is extended by adding a component of feasible neighbors. The component chosen from the neighbor is done in a probabilistic manner at each construction step. The rule for the choice of solution components is the following.
Where $\tau_{ij}$ is the pheromone value associated with the component $c_{ij}$, and $\eta(.)$ is a function that assigns at each construction step a heuristic value to each feasible solution component $c_{ij} \in N(s^p)$. Alpha and beta are the parameters that determine the importance of the pheromone, and are always positive. Once the first loop is finished the next step is to use a local search to optimize locally the solutions and then finally update the pheromones. The pheromones increase the values associated of the “good” solutions and decrease the values of the “bad” solutions. There are to ways in order to update a pheromone one is to decrease the pheromone values by pheromone evaporation and the second is to increase the pheromone levels of the “good” solutions. The most commonly way to update a pheromone is by increasing the value of the “good” solutions ($S_{upd}$) and is done using the following formula:

$$\tau_{ij} \leftarrow (1 - \rho) \cdot \tau_{ij} + \rho \cdot \sum_{s \in S_{upd} | c_{ij} \in S} F(s),$$

where $S_{upd}$ is the set of solutions that are used for the update, $\rho \in (0; 1)$ is a parameter called evaporation rate, and $F(s)$ is a function such that $f(s) < f(s') \Rightarrow F(s) \geq F(s')$, $\forall s \neq s' \in S$. The pseudo code of the procedure is in figure 2-7.

$$p(c_{ij}|s^p) = \frac{\tau_{ij}^\alpha \cdot \eta(c_{ij})^\beta}{\sum_{c_{ij} \in N(s^p)} \tau_{ij}^\alpha \cdot \eta(c_{ij})^\beta}, \quad \forall c_{ij} \in N(s^p),$$
2.4.4 Monkey Algorithm

Monkey algorithm is one of the most novel evolutionary algorithms presented. It is inspired in the mountain climbing process of the monkeys. For the novelty of its implementation in combinatorial optimization problems there is no past research that gives a brief idea in which circumstances the Monkey Algorithm works best. Monkey Algorithm consists id three major steps (called processes): the climb process, the watch jump process, and the somersault process. The climb process tries to simulate the monkey’s mountain climbing process. The climb process is a process to search a local optima using the pseudo-gradient information of the objective function.

The watch-jump process is when a given monkey is at the top of the “mountain”. When this happens the monkey will look around in order to find higher mountains to climb. When a higher mountain is found the monkey jump to it and the climb process begins again. To do this neighbor solutions are generated at random in order to find better solutions. Finally the somersault process is the process of taking the center of all the monkeys as a pivot, and then each monkey will somersault to a
new position. This position could be forward or backwards the direction of pointing at the pivot, and then at new positions the monkey can continue climbing. After the stopping criterion is met the monkey that climbs the highest mountain is the monkey that finds the optimal solution. One advantage of a Monkey Algorithm is that it can solve different optimization problems including problems where the objective function is neither differentiable nor linear. Another advantage is that Monkey Algorithm has a limited number of parameter, which makes it very easy to implement.

![Figure 2-8: Monkey Algorithm Flowchart](image-url)
2.4.5 Genetic Algorithm and Memetic Algorithm

John Holland introduced the Genetic Algorithms in 1975, based on the theory of evolution. Genetic Algorithms along with the Memetic Algorithms belongs to the larger class of Evolutionary Algorithms. Genetic Algorithms and Memetic algorithms are search algorithms based on natural selection and natural genetics, and generate the optimal solutions using techniques inspired in the natural process of selection of individuals and the evolution of species. The techniques used by the Genetic Algorithm tries to imitate the reproduction mechanism and the genetic transmission of characteristics. This is an example of how the new species are originate by natural mechanisms to outside the other species that are not well adjusted to the environment.

Genetic and Memetic Algorithms are in the category of global optimization methods. Both algorithms are global optimization methods because the trial solutions run are generated based on the global information obtained during the search process. Generally speaking, the combination of evolutionary algorithms (EAs) with local search gave birth to “Memetic Algorithms” (MAs) (Moscato, 1989). Often, classical GAs are not aggressive enough to solve combinatorial optimization problems and should be enhanced with local search methods (Mendoza et al., 2009). The role of local search in Memetic algorithms is to locate the local optimum more efficiently than the Genetic algorithms (Garg, 2009). It was in the late 80’s that the term ‘Memetic Algorithms’ was adopted to denote a family of metaheuristics that blended several concepts from tightly separated –at that time– families such as evolutionary algorithms (Moscato et al., 2004). According to Goldberg (1989) the genetic algorithms are different from other metaheuristics in four different ways:

2. Genetic Algorithms uses the objective function information.
4 Genetic Algorithms search space is a set of population points.

Since one of the main difference between Genetic/Memetic algorithms is the representation one of the most important steps before implement them is to fully understand its encoding for solutions. The solutions in a Genetic/Memetic algorithm are presented in “chromosomes” (sometimes also called genome), which is a representation of a string that has a determined length where the complete information of the given solution is stored. It is important to denote that even though the nature uses multiple chromosomes, Genetic/Memetic Algorithms only uses one chromosome to encode all the information of a solution. Each chromosome is form by the union of many genes, where a gene is the smallest information unit, and it is represented using one type of data.

![Chromosome and Gene](image)

Figure 2-9: Representation of a chromosome and a gene

Figure 2.9 shows the representation of a chromosome with a permutation encoding, where the gene can be represented in integer numbers. In order to solve a problem using Genetic/Memetic algorithms is indispensable to define five elements:

1 Select the representation of the chromosome for the problem (select encoding)
2 Select a method to find a initial population (a set of chromosomes).
3 Select the formulas for evaluate the given solution/chromosomes (fitness function).
4 Select the parameters for the genetic operators (which will modify the genes in the chromosomes).
*For the Memetic Algorithms select the local search to be used.
5 Select the values of the parameters (for example population size).
In order to use Genetic/Memetic algorithms the first step is to select the characteristics of the chromosome used. The main parameters for a chromosome will be the length of the string and the type of encoding. While the length of the string can be flexible for a given problem, the type of encoding must be carefully selected. The length of the string is dependent to the size of the given problem selected, but in the other hand the type of encoding is depended of the nature of the problem. There are three main types of encoding used for Genetic/Memetic Algorithms: the binary encoding, the integer/permutation encoding and the real-value encoding.

Binary encoding uses the values of bits (0 or 1) to represent the information in a gene. The use of binary encoding has the advantage of giving a big set of possible chromosomes with a very natural and direct representation. For combinatorial optimization problems and other types of optimization problems being solve using Genetic/Memetic the binary encoding is the most common type of representation.

```
1 1 0 0 1 1 1 0 1 0
```

Figure 2-10: Example of a chromosome with binary encoding

Permutation encoding uses integer numbers to represent the information of a gene; most of the time the that number represents a value in a sequence. Permutation encoding helps to search for a best combination of items that are subject to constraints. Permutation encoding is best used to solve combinatorial optimization problems and ordering problems such as the Traveling Salesman Problem or a Task Ordering Problem.

```
1 5 3 1 6 8 2 9 4 7
```

Figure 2-11: Example of a chromosome with permutation encoding
Real-value encoding uses a specific value at each gene; this values can be anything, from numbers to letters or words. Real-value encoding is used in problems where complicated values are used, but especially when the use of binary or permutation encoding is very difficult. Real-valued encoding is most commonly used for function optimization problems. Some examples of real value encoding problems are: Trees, schedules, tours, and other combinatorial problems can easily be represented by using real-valued vectors.

<table>
<thead>
<tr>
<th>Chromosome A</th>
<th>5.3</th>
<th>3.1</th>
<th>6.1</th>
<th>2.6</th>
<th>3.83</th>
<th>0.32</th>
<th>10.9</th>
<th>8.547</th>
<th>1.007</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chromosome B</td>
<td>A</td>
<td>H</td>
<td>T</td>
<td>U</td>
<td>K</td>
<td>D</td>
<td>A</td>
<td>X</td>
<td>G</td>
</tr>
<tr>
<td>Chromosome C</td>
<td>Right</td>
<td>Center</td>
<td>Left</td>
<td>Back</td>
<td>Front</td>
<td>Center</td>
<td>Back</td>
<td>Right</td>
<td>Left</td>
</tr>
</tbody>
</table>

Figure 2-12: Example of a chromosome with real-value encoding

To create a Genetic/Memetic algorithm in practical problems the following six steps must be followed:

1. Initialization of random population
2. Fitness function
3. Selection
4. Genetic Operators
   4.1 Local Search (for memetic algorithms only)
5. New population
6. Termination Criterion

The first step to use a Genetic/Algorithm is to generate a set of individual solutions that must be generated at random, where is individual of the population is a solution for the problem, even though
they aren’t the best solutions. The size of the initial population will be determined by the nature and size of the main optimization problem, it could form hundreds up to thousands of solutions. The fitness function is the formula that will evaluate the quality of the chromosome, by using this quality value the Genetic/Memetic algorithm will chose if the chromosome will continue the process of reproduction.

The selection operators have the same role than the natural selection where the overall effect is to bias a gene to following generations. Those genes are the genes, which belong to the most fitted individuals at the current generation. The chromosomes chosen to evolve where the chromosomes in the initial population that after evaluation of fitness value got the highest score. Sometimes it is important to do not chose at each iteration all the chromosomes with the highest value in order to avoid a premature convergence. There are different selections schemes to be used in Genetic/Memetic Algorithms such as Elitism, “Roulette Wheel” selection, Rank Selection, and finally Tournament Selection.

The elitism selection selects the best fitness value chromosomes of the entire population. By doing this the selection tries to select the better individuals or at least the individuals the are biased to be the best ones. This selection is done by choosing the best-fit value chromosome or a small set of chromosomes, and using them in the new population. The other values needed to complete the size of an initial population are then selected again by random. Elitism is one of the more used selection criterions when using Genetic/Memetic algorithms because it allows to the solutions to go better over time and by doing so increase the performance of the algorithm, also another important factor of the elitism is that it prevents to loose the best found solution.

In roulette wheel selection the best-fit chromosomes are selected to be the parents chromosomes used by the genetic operators. The chances of selection are directly correlated to the fitness value, such that the better the solution the higher probability of being chose as a parent chromosome. Roulette wheel selects potentially good solutions for the recombination or reproduction. Using roulette wheel all
chromosomes of the population has the probability of being selected accordingly to its fitness function. Roulette-wheel has the limitation that when one chromosome has very good fitness value the other chromosomes may have any real chance to be selected as parent chromosomes in the next step of the Genetic/Memetic algorithm process.

Rank selection process is similar as the roulette-wheel process, but it eliminates the main disadvantage of the roulette-wheel selection. Rank selection first ranks the population and then the chromosomes are again ranked according to it fitness value. For example, the chromosome that has the lower fitness value chromosome is going to have the fitness value rank number one, then the second lower fitness value chromosome will have the fitness rank number two, until the best fitness value chromosome have the least fitness rank. By doing this all the chromosomes will have a real opportunity to be selected as parent chromosomes. One of the main problem of this style of selection is that it leads to a slower convergence, because the best chromosomes will not differ a lot from one another. The last type of selection is the tournament selection. Tournament selection run “tournament” for few individuals (chosen at random), where the winner of each tournament is the parent chromosome selected.

The fourth step to use a Genetic/Memetic Algorithm is the use of the genetic operators, and in the case of Memetic Algorithms also the use of a local search. Genetic operators use the selected parent chromosomes to be modified its components in order to explore the decision space. There are two main genetic operators the crossover operator and the mutation operator. The crossover operator exchanges the information of two parent chromosomes to produce a new chromosome that has the information of both parents.

The main objective of using a crossover operator is to obtain a better chromosome by using the information of two chromosomes (specially when the two parent chromosomes are good value fitted chromosomes). There are different types of crossover operators; one is the “one point crossover”, where
a random gene is selected to be crossover point. In one point crossover two “children” chromosomes will result from the exchange of information of the parents, one that will have all the information before the gene selected of the first parent and the information after the gene selected of the second parent and the second child will have the rest of the chromosomes in formation.

Another example is the two-point crossover operator where again at random two gene points are selected and all the information that is in between those two points will be exchanged by the parent chromosomes. Those were the most widely used crossover operators, but crossover could be done when two chromosomes exchange information to create a new chromosome that has some information of both. Another type of crossover operator is when the none-genes of a parent chromosome join the even-genes of another parent chromosome to form a new “child” chromosome as is shown in Figure 2.13

![Figure 2-13: Example of a crossover operator](image)

The genetic operator changes at random one or more genes in a chromosome, giving birth to a new chromosome to be evaluated. A change in a gene value in a good fitted chromosome helps the genetic algorithm to arrive at better solutions. As the crossover operator the mutation operator helps the genetic algorithm to stall at a local optima, the mutation operator is defined by a mutation probability established by the user. Most of the time the mutation probability falls between 1% and 10%.
For the case of a Memetic algorithm another operator, a local search, must be added to the search process. Local search algorithms use one chromosome and then move it to a neighbor search space solution chromosome. Most of the time chromosomes has a vast number of neighbor solution chromosome and indoor to chose to which neighbor move is taken by the information of the neighbors. There are different local search metaheuristics such as simulate annealing or Tabu search. Memetic algorithms combine a Genetic Algorithm with any type of local search, to increase the search space at each iteration.

The fifth step needed to use a Genetic/Memetic algorithm is the creation of a new population. In this step the best-fitted chromosomes found after the genetic operator, and in the case of the memetic algorithm, also the local search are selected to be the population used in the next iteration. Most of the time 30% to 50% of the new population is based on the best chromosomes found in the last iteration, the rest of the population is set at random. This is step is important to ensure that the best solution are maintained until the end of the Genetic/Memetic algorithm process but at the same time it ensures the diversity of solution by setting a percentage of the population at random.

The last step to run a Genetic/Memetic Algorithm is to set the termination criterion. The termination criterion states when the Genetic/Memetic algorithm stops to run, it is the maximum number of generation. Sometimes a termination criteria is when after a certain specific consecutive generations the same optimal solution is found. In short to run a Genetic/Memetic algorithm the parameters to be
specified are population size, mutation and crossover probability, the selection method and the termination criterion.

Figure 2-15: Genetic Algorithm Flowchart
Figure 2-16: Memetic Algorithm Flowchart
2.5 Conclusion

Chapter 2 presented a definition for a combinatorial optimization problems and two solution methods were proposed. Exact optimization and metaheuristics were explained in detail. Evolutionary methods such as Ant Colony Optimization, Particle Swarm Optimization, Monkey Algorithm, Genetic and Memetic Algorithms were explained. Especial emphasis was put on explaining to explain the working, formulation and methodology of Genetic and Memetic algorithms, since both are the tools used in the present research to solve the power distributions system replacement scheduling problem and the aviation baggage screening security problem.
Chapter 3: Component Replacement Analysis and Power Systems

3.1 COMPONENT REPLACEMENT ANALYSIS

For economic decision models such as maintenance and replacement decisions, replacement analysis is the most useful tool. Component replacement tries to solve the problem of “if and when” a component should be replaced in configuration where the system is always in efficient working conditions. Since we are in a time where the technology is constantly changing and some of the equipment used is becoming old, determining the optimal way to replace the components used in different industries is becoming one of the main research topics. All of assets that provides a service or produce a product wear out over time and for that its output lower as time passes. Everything could be replaced form tool, machines up to buildings, roads and bridges, and since the replacement of them is inevitable the main question to solve is when.

Bellman (1955) formulated the component replacement problem as a dynamic program, proposing the optimal replacement policies first. The main disadvantage of this component replacement schedule is that it does not takes into consideration the technological change neither any technological improvement. Sethi and Chad (1979) also used dynamic programming to solve a component replacement problem, this time they considered the change and improvement of technology over a finite time horizon. The component replacement designed by Sethi and Chad minimizes costs, maximizes profit and minimizes the number of breakdowns over a finite time horizon. In 1991, Brown developed a serial replacement model that considers all the risks, trying to minimize the impact of the decision taker on the minimization objective when the utilization of an asset and its utility function is unknown. Brown developed a dynamic programming model to help the decision maker to choose over a set of “optimal solutions” his preferred alternative for the replacement schedule. The main problem of the last component replacement techniques s that they focus in a single machine problems, but in real-life all the component replacement schedules must include different types of machines that conforms a hole system,
such an industry. Leung and Tanchoco in 1990 developed a model that divided the production systems in a set of networks, and then do a replacement analysis for each network. This model structure is a multi-stage problem that has a set of multi-commodity flow of sub-problems per stage, and it is formulated as linear programs solved using dynamic programming. Also, Esogbue and Hearnes in 1998 used fuzzy sets to model the uncertainty of the equipment to calculate the economic life different components over a finite time horizon, and then make more accurate decisions.

Most of the time the component replacement problems are solved over large time horizons, with the replacement decision taken at specific points of time, but the production planning solutions but need to be addressed per week or per day. In 2000 Hartman used integer programming to solve a component replacement problem where the number of components required for a task that considers a fixed and a variable replacement cost. Hartman also introduced in 2001 a stochastic dynamic programming formulation to make a replacement scheduling assuming a non-continuous utilization of the components. Hartman states that the wear-out of a component is not only influenced by its age but also for its utilization, changing the problem from deterministic to probabilistic. Finally in 2004, Hartman developed a dynamic programming model that finds the optimal replacement schedule for different components over a finite plan horizon assuming a stochastic demand.

In 2005 Childress and Cohen presented a dynamic programming program that solves an stochastic parallel machine replacement problem. Childress and Cohen divide the parallel machines as a set of independent Markovian processes. As it can be seen most of the component replacement problems are solved using dynamic programming, but dynamic programming has the disadvantage that when the problem becomes large the state space becomes enormous, so that the efficiency of the metaheuristic is compromised. Yano (1984) suggested a series of techniques that contributes to the development of better solutions for component replacement. In 1994, Karabakal et al; presented a replacement problem where the cash flow of a future asset is not dependent on it service conditions neither the previous
replacement decisions. Here the replacement schedules are determined such that the net present value of the cash flow resulting from the schedules is optimized.

In 1991 Hoppr and Nair solved the component replacement problem where they forecast the technology changes, and those changes and the revenue and cost functions are not stationary on time. Nair and Hoppr presented a continuation of this work in 1992, where they solve the component replacement problem using dynamic programming. Rajagopalan in 1998 developed a deterministic model that allows the replacement of capacity and adaptability to demand changes. Later in 1999 Létourneau et al; developed a component replacement schedule for aircraft industry using data mining. They develop an schedule that uses the data obtained by censor to predict the failure of a component and then replace it just before it fails. In short it can be said that an asset should be replaced when it cannot be repaired, when is no economically feasible to continue using it or when new technology has surpassed the output of asset at optimal conditions. Sometimes the decision to change is taken only because there is a desire of continues improvement. The main reason that makes component replacement important is because it helps to provide a required service over a predetermined planning horizon in an economical efficient way. Replacement analysis takes the decision of whether or not replaces an existing asset with a new one. The output/performance of a given asset decreases a time passes, also the maintenance cost increases as time passes. For those reasons a timely replacement for those assets is important, in order to have an efficient operation.

To determine the best component replacement schedule an analysis of the present and future cost of the components. Most of the component replacement analysis focus only in the decision of either to KEEP or REPLACE the component, assuming that a constant maintenance is done to the components. Component replacement analysis determines the best sequence of KEEP/REPLACE components in order to maximize the output, but most important minimize the total cost. Alchian in 1953 was the first to define the costs related to provide a service, such as the current value of the equipment, the cost
associated of buying new equipment, operating costs, all of them based on a present value of the costs. The most common costs involved in component replacement analysis are: purchase costs, maintenance cost and the cost of unmet demand.

3.2 Electric Power Systems

The first objective of the Electric Power System is to satisfy the customers electric demand as economically and reliable as possible with a good quality and continuity (Billinton and Allan, 1998). Electricity is obtained by the conversion of some sources of energy such as nuclear, solar energy and coil, which are called “primary sources”. There are two types of primary sources: renewable and not renewable. Electricity is the type of energy most commonly used and it is continuously expanding this dominance. In 1940, only 10% of the energy used in the United States was electricity but by today it represent the 40% of energy consumption in the country (U.S. Department of Energy). The power grid is divided in three: generation, transmission network and distribution network (in order).

Electric energy is first produced at low voltages, and then it is transformed to higher voltages (for a more efficient long-distance transmission). High-voltage power lines then compose the transmission network, and then the electricity is transported in bulk over long distances. When the electricity arrives to the point where it is going to be needed the voltage is lowered again at a local substation (the distribution network). The distribution system is final link between the bulk transmission and the final user. The distribution system is most commonly considered from the substation to the customer meter. Almost 80% of the customer electrical interruptions occur for failures in the distribution system (Chowdhury and Koval, 1998). The first half of this research is dedicated to solve a component replacement scheduling for the power distribution system. One of the major problems of the power systems is that it is vulnerable to control failures, communication failures and disturbances (Liu et al; 2000).
3.2.1 Electricity Generation

The electric industry begins in the early 1880’s when companies begin to use the water-driven generation of electricity for the operation of street lightning, this was the first application of electricity in the United States. Power plants transform sources of energy in electricity by the use of electro-mechanical generators. Most of the electro-mechanical generators work with heat engines that use as fuel the flow of water, wind, chemical combustion or nuclear fission. Those are the most common sources of energy, but they are not the only ones, also exist the use photovoltaic cells and the geothermal energy. The generating plants first used the fuel energy to convert it into heat and then create steam to make work the electrical generators, and then the electricity is transmitted by high tension transmission.
Almost all of the electricity generated is produced by the use of fossil fuels. The fossil fuel is burned to create heat and then produce steam to make the generators work.

The most common fossil fuel used to generate electricity is coal, while natural gas is also commonly used to generate electricity. As coal, natural gas is burned to heat water and produce steam to make the generators work, but for the high prices of gas it is most commonly use when there exist a high demand. As natural gas and coil, petroleum can be burn to heat water and create steam to make the turbines work. The main disadvantage of using coil, natural gas and coil is that them cannot be replaced fast because it takes thousands of years to form them naturally. Another important source for the
conversion of energy to electricity is the Nuclear energy. Nuclear energy heats the water to produce steam by nuclear fission.

Figure 3-20: U.S. Electricity Generation by source 2010 (source mapawatt)

There exist two main types of electricity generation plants: the most commonly used plants that generate electricity from non-renewable, nut more economic, sources and the plants that generate electricity from renewable sources. In the first case the generation of electricity can be divided in three major areas:

1. Steam Turbines
2. Combustion Turbine
3. Reciprocating Engines

For the steam turbines to work water must be heated to produce steam and then the steam moves the turbines to generate electricity. One way to generate steam is to burn water to produce steam is to use fossil fuel such as coal, oil and natural gas. The other way to heat water is by using nuclear energy. Nuclear plants uses a reactor to heat water, where a nuclear fuel (most of the time uranium) is heat by
neutrons and creates fission that releases heat and more neutrons. Those neutrons heat more uranium atoms and so on. This heat generated is used to convert water into steam and make the turbines generate electricity.

The combustion turbines most of the time uses as fuel gas. In combustion turbines the gases are burn and then expanded. This expansion makes the generators blades move and then generate electricity. One key component of the combustion turbines is the compressor that increases the pressure by a factor of ten. By using the compression of air the temperature obtained is increased, making the expansion of the turbine more effective. The reciprocating engines are engines that use fuel as a source of energy (most of the time diesel). As the other methods to generate electricity the output shaft is connected to an electrical generator.

The other form to generate electricity is by using the renewable energy such as hydropower energy, wind energy, biomass energy, geothermal energy and solar energy. Hydropower energy is the most widely used form of renewable energy, since it uses the gravitational force over the water to move the electricity generators. Hydropower does not has direct waste and produces almost zero greenhouse emission compared to all the non-renewable sources of energy (Kabisama, 1993). Wind energy is made by the conversion of wind into electricity. This is achieved using wind turbines, which uses mechanical energy to generate electricity. Biomass is a fuel obtained from plants and animals such as food scraps, grass, and municipal solid waste. These fuel is burned to produce steam to move the blades of the electricity generators. The geothermal is the heat energy stored in beneath the surface of the earth, as most of the ways to generate electricity, geothermal uses the heat to convert water into steam and move the blades of the electricity generators. Solar energy is the conversion of sunlight into electricity using photovoltaic and solar-thermoelectric plants. PV cells converts sunlight directly into electricity while solar-thermoelectric plans uses the sunlight to heat water and produce steam. After the electricity is generated the next step is to move it to the final user, this is done in the transmission network.
3.2.2 Transmission Network

The transmission network interconnects the electric generation power plants with the distribution system. One of the main characteristics of the transmission systems is that they are designed to transport the electricity at the speed of light because there is no capacity for long-term electricity storage. The transmission network carries alternating current, direct current or a combination of both, and all the transmission lines can carry three-phase current. Most of the time electricity is transported in high voltages in order to minimize the lost of energy. Transmission lines can be overhead, underground or submarine.

All the AC transmission lines share the characteristic of being three-phase current, where the voltages changes depending on the grid where they belong. All the voltages vary form 69kV to more than 800kV. The overheard transmission lines are classified according to the voltage that they carry, and there are five different classifications: low voltage, medium voltage, high voltage, extra high voltage, and ultra high voltage. Low voltage carries less than 1000 volts and is used for connection to residential use. The medium voltage is between 1000 volts and 33000 volts and it used for distribution of electricity. High voltage carries a voltage form 33000V to 230kV and it is mostly used for transmission of bulk quantities. The extra high voltage and the ultra high voltage transmission lines are used for long distance energy transmission, for the extra high voltage transmission the voltage is form 230kV up to 800kV, and the Ultra High Voltage transmission are for voltages higher than 800kV.

![Example of overhead transmission lines](image)

Figure 3-21: Example of overhead transmission lines
The underground transmission lines are used in high density such as big cities, and they are an alternative for the overhead transmission lines. Underground transmission lines are also used in areas where there are natural obstacles to use the common overhead transmission lines. One of the main disadvantages of the underground transmission lines is that as the voltage increases a greater protection must be also placed, for example construct tunnels for the transmission lines. The main reason for this protection is because as electricity passes thru the transmission cables begin to generate heat, so that a cooling system sometimes is installed. Another disadvantage of the use of underground transmission lines is that the maintaining and repair time is higher compared to the maintaining and repair time of the overhead transmission lines. In the other hand the underground transmission lines have some advantages over the overhead transmission lines, for example the weather has almost zero impact over them for they nature if being under the constructions of the cities, lowering the possibility of a blackout for any natural disaster.

Another advantage of using underground transmission lines is that they reduce the emission electromagnetic fields because the earth surrounding them reduces the power of the fields. Underground transmission cable has only two different categories: the cables with less than 70kV (distribution cables) and the cables that can carry a voltage range from 69kV up to 500kV (more commonly known as the high voltage power underground transmission cables). The last type of transmission lines is the submarine transmission line. Submarine transmission lines are commonly used for high voltages because water is a natural cooling, and the pressure created by water also reduces the possibility of void formation. The most common used submarine transmission cable has cross-linked polyethylene insulation and an aluminum alloy that is resistant to corrosion. The manufacture of the submarine power transmission lines provides them a high tensile strength and allows the installation in deep water. One disadvantage of the use of submarine transmission cables is the environmental impact for fluid leaks.
3.2.3 Distribution System

Once the electricity arrives the cities it must lowered on voltage at a substation, and then the electricity can go to the homes and factories through a distribution system. The main function of the distribution network is the connection between the bulk power systems with the user al low voltages. The distribution system has the greatest impact on the consumer reliability (Billinton and Wang, 1998). The distribution system is the power system commonly seen by the customer, and for that it plays the largest role for quality service perceived by the customer. A part of the distribution systems are the poles and wires seen across the streets of a city. The distribution system has four primarily components: a
distribution substation, a primary feeder, a distribution transformer, and secondary lines and services. In normal distribution networks there are several components such as transformers and primary distribution feeders.

![Electric Distribution System](Image)

**Figure 3-24: Electric Distribution System**


The most common voltage used in utilities in the United States is 13kV, but it has been replaced in recent years for 4kV, while in the most dense areas the primary voltage used is 34kV. The voltage is lowered at a substation. High-voltage electric facilities are called substation. A substation switch generators circuits, lines and equipment out of a system, changes alternate current to direct current, and most important changes the voltage of any alternate current charge. The size of a substation could vary from small (with one or two transformers and a dozen of switches) to extremely large (with several transformers and hundreds of switches plus other equipment). There are four different types of substations: the step-up transmission substation, the step-down transmission substation, distribution substations and the underground distribution substation. The step-up transmission substation receives the energy from the power generation plant and increases the voltage of the electricity to be transported more easily. The step-down transmission substation is the source for distribution lines and sub-
transmission lines. They are located at switching points on the power grid and it lowers the voltage to 69kV.

The distribution substations lower the voltage to 2.4kV in order to be used for the final consumer. Most of the distribution substations are located very close to final user and are commonly located inside the cities. In the other hand, the underground distribution substations are completely dedicated to lower the voltage of the sub-transmission and also it is located very close to the final users. For the substations there are many ways to be connected to the primary distribution system, but the most used are the radial configuration and the interconnected/complex configuration.

Some advantages of radial configuration networks is that it has low short circuit currents, simpler switching and less protecting equipment. The main disadvantage is that radial configuration is less reliable. For those reason the distribution systems are build and planned as a weak meshed network, and are operated as radial network (Taleski et al; 1997). Since radial configuration is simple to operate, economical, safe and can achieve a good reliability due to the high reliability of the components; the only problem with radial configuration is that when one component fails all the system fails. One when there is only one direct path form the high voltage feeder to the transformer and then to the load, we have a radial configuration. Most of the power distribution systems are operated as radial configuration networks but this tendency is changing (Baran and Wu, 1989).

For the complex configuration can be supplied by one or more sides, giving to it a great flexibility, allowing that certain components fail. A complex configuration is a made by the connection of many load-center secondary lines with circuit breakers. One advantage of this configuration is that it allows the removal of one piece, making easier the maintenance and repair of components.
3.3 CONCLUSION

The present chapter gave an explanation of what a component replacement problem is. An explanation of the origins and the importance of a component replacement analysis were given in detail. Also an explanation of how the power system grid work was given. The electric generation was explained in detail. A brief explanation of all the types of electric generation was given, including the
renewable and non-renewable sources of electric energy. Transmission network is explained in detail. The overhead, underground and submarine transmission lines were explained. Finally the distribution system was detailed also. Since the first half of the present research is based on the distribution system a detailed explanation was given. The primary goal of the power distribution system is to lower the voltage of the electricity arriving from the transmission lines and distribute it to the final customer. The power distribution system is the area of interest because most of the energy interruption for the customer happens for failure in the power distribution system. Finally the radial and the complex configuration were explained. The present research solves a replacement-scheduling problem for both configurations.
Chapter 4: Power Distribution System Schedule Optimization

4.1 Introduction

For the present research a Genetic Algorithm were developed. The main objective of the Genetic Algorithm is to find the best component replacement schedule for the power distribution system over a finite time horizon. Genetic Algorithms were used in the past to solve similar problems for example, in 1997 Abdel-Magid et al; design a model for stabilization of a power generator. The authors took into account a range of different operating conditions and only one system stabilizer. This problem was solved by using Genetic Algorithms and an eigenvalue based objective function, where the main objective was to minimize the state vector. In 1999 Yangpin et al; determined the fault diagnostics at a nuclear plant by using probability and Genetic Algorithm. The last experiment was done in a 950 MW full size simulator, located at Beijing, China.

By 2003 Magid and Abido continued the work done by Abdel-Magid et al; by the formulation of the problem as a multi-objective function. The multi-objective function tried to optimize the whole system by taking into account the damping factor and the damping ratio. In this work a machine bus system was used to demonstrate the technique. Using this technique all the parameters are then considered adjustable. In 1996, Coit and Smith determined the optimal configuration of subsystems. This work demonstrates the reliability for the series-parallel systems. Again Genetic Algorithms were used to find the best solution for the given problem. The objective function of the given problem was to minimize the cost of the system and at the same time maximize the reliability of the system. In 2003 Genetic Algorithms was also used by Bris et al; along with Monte Carlo simulation in order to minimize the cost of the preventive maintenance of a series-parallel system. After, in 2005, Samrout et al; solved the same problem presented by Bris et al; using Ant Colony Optimization instead of a Genetic Algorithm. Samrout et al; compared them results with the results obtained by Bris et al; via cost and time.
Sundhararajan and Pahwa presented a new optimization method in 1994 that determines, for a radial distribution system, the best selection of capacitors to be placed. They proposed a Genetic Algorithm in order to find the objective function. The objective function was to minimize the power and energy losses in a radial distribution systems, and it takes into account as parameters of selection the size, type and location. Later in 2000, Levitin et al; used the model of Sundhararajan and Pahwa (1994) to find the optimal allocation of capacitors in the power distribution system, with the difference that this model also takes in consideration the different load parameters. Levitin et al; also used a Genetic Algorithm but using a integer encoding to represent the allocation of the different capacitors. In 2001 another capacitor replacement problem in a radial configuration distribution system was solve by Gallego et al; but they used two different methods to solve the problem. In one they used a Memetic Algorithm (with the local search being a Tabu Search) and a hybrid of Simulated Annealing with Tabu Search. There is many research in the area of the capacitor replacement problem. The other research’s done in the same field are listed below:

- In 2004 using Ant Colony Optimization, Chiou et al;
- In 2004 using Genetic Algorithms, Masoum et al;
- In 2008 using Mixed-Integer Programming, Khodr et al;
- In 2008 using Ant Colony Optimization, Chang.
- In 2010 using Particle Swarm Optimization, Ziari et al;

The first half of the present research solves the component replacement-scheduling problem for the power distribution system for a finite planning horizon, with the objective of minimizing the total cost. The model was developed and applied for radial and complex configuration.

### 4.2 Formula Calculation

The main objective of this part of the present research is to minimize the total cost of component
replacement schedule for the power distribution system. The objective function to minimize is the sum of the maintenance cost, unavailability cost and the purchase cost, and each parameter is dependent on the decision of KEEP or REPLACE the given component. To evaluate the current age of the component in the power grid the N.H.P.P (Non-Homogeneous Poisson Process) will be used. In the NHPP events occur at random over time and at an average rate of $\lambda$ events per unit time. Moreover, from strategic and financial viewpoints, a firm’s ability to analyze the elements of equipment degradation as well as addible market- and cost effects of replacements is crucial to competitive and continual technological advance markets (Chang, 2003). Hritonenko and Yatsenko in 2007 developed a continuous-time equipment replacement model under improving technology.

The rate at which events occur in a NHPP varies with time as determined by the intensity function, $\lambda(t)$, which is an integral function of time (Arkin et al., 2000). Since the properties to determine are commonly incomputable, abstraction has to be employed (Grund and Reineke, 2010). In the present work, the Crow/AMSAA (Army Material System Analysis Activity) model is used to determine the aging (increasing failure rates) for the different components in the power distribution system.

The failure intensity function for each component $l$ in the system is given by,

$$E_l[N(\tau)] = \lambda_l \tau^\beta_l$$  \hspace{1cm} (4.1)

$$\mu_l(\tau) = \lambda_l \beta_l \tau^\beta_l - 1$$  \hspace{1cm} (4.2)

Where $\lambda_l$ and $\beta_l$ are NHPP parameters, and $\tau$ is the component age.

The expected number of failures by age $\tau$ on any one-year time interval of the component is calculated by:

$$\lambda_{l,i}(\tau) = \lambda_l [(\tau + 1)^\beta_l - \tau^\beta_l]$$  \hspace{1cm} (4.3)
Maintenance cost of a component is the cost associated to maintaining the component in the power grid during its maintenance schedule. A good maintenance policy reduces a effective age of any component by a stated percentage of its actual age, but it does not affect the failure rate of the component. Basically, a maintenance optimization model is a mathematical model in which both costs and benefits of maintenance are quantified and in which an optimum balance between both is obtained (Dekker, 1996). The decisions are further complicated when capital costs and operation and maintenance (O&M) costs are decreasing at different rates, (Regnier et al, 2010). The maintenance cost of the component is calculated by using the following equation:

\[ M_{i,j}(\tau) = \lambda_{i,j}(\tau) \cdot C_i \]

Where \( C_i \) is the cost of Repair for \( i^{th} \) component during \( j^{th} \) planning period.

The cost associated with the unavailability of electricity to the customers due to the network showdown during the maintenance of the system, is called the unavailability cost. The unavailability cost of the component is calculated by using the following equation:

\[ U_{i,j}(\tau) = \lambda_{i,j}(\tau) \cdot r_{i,j} \cdot I_t \]

Where \( I_t \) is the customer interruption cost and \( r_{i,j} \) is the Repair Time of \( i^{th} \) component during \( j^{th} \) planning period.

For the complex configuration the cost of unavailability cannot be applied as directly as when is using a radial configuration. In radial configuration when a component fails the whole system fails, but for complex systems when one component fails not necessarily means that the whole system will fail. This particularity of the complex system makes the outage rate a nonlinear neither a separable model, such that the unavailability cost cannot be directly obtained as in the radial configuration. In order to calculate the unavailability cost, a separable function must be creates. This separable function will sum the contribution of each individual component to get the total unavailability cost. A Taylor series
expansion is used to estimate the distribution system unavailability. The equation used is a general formulation of the Taylor series expansion to approximate complex systems objective functions (Coit and Jin, 2001).

\[
\begin{align*}
    f(x) &= f_0(x) + \sum_{i=1}^{n} (x_i - x_{0i}) \frac{\partial}{\partial x_i} f(x) \bigg|_{x=x_0} + \sum_{i=1}^{n} \frac{(x_i-x_{0i})^2}{2} \frac{\partial^2}{\partial x_i^2} f(x) \bigg|_{x=x_0} \\
    &+ \sum_{i=1}^{n} \sum_{j>t} \frac{(x_i-x_{0i})(x_j-x_{0j})}{2} \frac{\partial^2}{\partial x_i \partial x_j} f(x) \bigg|_{x=x_0} + \ldots
\end{align*}
\]

For the complex system the opportunity costs are based on an approximation of the Taylor series expansion model as shown on equation 7.

\[
U_{s,t} = U(u) \approx \sum_{i=1}^{n} (\mu_{l,t} - 0) \frac{\partial}{\partial u_{l,t}} + \ldots = \sum_{i=1}^{n} (\lambda_{l,t} r_t - 0) \frac{\partial \lambda_{l,t}}{\partial u_{l,t}} \frac{\partial U}{\partial u_{l,t}} = \sum_{i=1}^{n} \lambda_{l,t} r_t \frac{1}{r_t} \frac{\partial U}{\partial u_{l,t}}
\]

By using the last equation the unavailability cost of each component in a complex system configuration can by estimated using the following equation:

\[
U_{s,t} = \sum_{i=1}^{n} \lambda_{l,t} \frac{\partial U}{\partial u_{l,t}}
\]

Then using equation 8 the total system unavailability can be separated and then approximate the contribution of each component. The individual contribution to the total system unavailability is determined by using equation 9.

\[
\phi_{l,t} = \lambda_{l,t} \frac{\partial U}{\partial u_{l,t}}
\]
The purchase cost is $P_{i,j}$, and it stands for purchase cost of a new $i^{th}$ component during $j^{th}$ planning period. Basically, the objective function with an N number of components and planning horizon K is formulated as following:

$$F_K = \min \sum_{i=1}^{N} \sum_{j=1}^{K} [M_{i,j}(\tau) + U_{i,j}(\tau) + P_{i,j}]$$

Subject To, Budget Constraints.

### 4.3 Genetic Algorithm Developed

The genetic algorithm developed works with a binary encoding where 1 denotes to KEEP a component decision and 0 denotes to REPLACE a component decision. A 1 in a chromosome means that we are going to keep the component at least until the next planning period. This means that the particular component will incur total of Maintenance Cost and Unavailability Cost, and a zero purchase cost. Furthermore, when we encounter 0 in the chromosome then it’s a replacement decision for that particular component and that incurs a total of Purchase cost and also Unavailability Cost and zero maintenance cost because the component is new. At the beginning an initial population of 1000 chromosomes is created and run for a total of 50 generations.

![Chromosome Representation](image)

Figure 4-27: Chromosome Representation for the component replacement schedule problem

At each iteration all the chromosomes that form the initial population will be evaluated using the objecting function. Then for each particular chromosome the maintenance cost, the purchase cost and the unavailability cost are calculated. The selection factor chose for the Genetic Algorithm developed
was Elitism, where the 30% best solution will pass thru the genetic operators. For the crossover operator is done by getting all the none-genes of a parent chromosome join the even-genes of another parent chromosome to form a new “child” chromosome.

![Figure 4-28: Figure operator of the Genetic Algorithm Developed](image)

The same part of the population selected to be pass over the genetic operators undergo mutation. The mutation done in the present genetic algorithm selects at random one gene of the chromosome and changes its value for one different.

![Figure 4-29: Crossover operator of the Genetic Algorithm Developed](image)

Then after the genetic algorithms created new chromosomes with the information of the chromosomes selected by elitism all of those new chromosomes are evaluated to know which are the best according to the objective function. Then selecting the 30% best fitted chromosomes creates a new population and the rest of the population is created at random again until the stopping criterion is reached.
4.4 Numerical Examples

There will be two different numerical examples, the first one will be in the radial configuration, using 4 components and the second example will be using a complex configuration using eleven components.

4.4.1 Radial Configuration Example

A radial configuration leaves the station and passes through the network area with no normal connection to any other supply. This is a typical rural line with isolated areas.

Figure 4-30: Radial electricity distribution network

The first numerical example uses the radial configuration shown in the figure 4.3 and apply to it the genetic algorithm developed. The main objective is to find the best replacement schedule for the components of the radial configuration network. We will use the direct evaluation technique, in which we have a number of components (“N”), also the number of planning periods (“K”). An inflation rate of 1% is set to take car of the inflation for the budget schedule. The Genetic Algorithm evolves to find the chromosome with the minimum cost. In this example we are going to use four components: a Line 13.8kV, a Breaker 13.8kV, a Line of 600ft and finally a Switch. The table 4.1 summarizes the information used.
Table 4.1: Component data

<table>
<thead>
<tr>
<th>Component</th>
<th>Asset initial age ($\tau_0$)</th>
<th>$\lambda_t$ (Outages/year)</th>
<th>$\beta_i \beta_1 t$</th>
<th>$r_i$ (Hours/Outcome)</th>
<th>$C_i$ ($/Outcome$)</th>
<th>$P_i$ ($)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1) Line 13.8kV</td>
<td>20</td>
<td>1.9560</td>
<td>1.25</td>
<td>1.32</td>
<td>1500</td>
<td>45,00</td>
</tr>
<tr>
<td>2) Breaker 13.8kV</td>
<td>10</td>
<td>0.0036</td>
<td>1.60</td>
<td>83.12</td>
<td>1000</td>
<td>35,00</td>
</tr>
<tr>
<td>3) Line 600 ft</td>
<td>40</td>
<td>0.0055</td>
<td>1.80</td>
<td>26.51</td>
<td>1900</td>
<td>33,30</td>
</tr>
<tr>
<td>4) Switch</td>
<td>35</td>
<td>0.0061</td>
<td>1.85</td>
<td>5.60</td>
<td>700</td>
<td>10,00</td>
</tr>
</tbody>
</table>

In the present example the replacement schedule was determined for N=4 components over the planning period of K=10.

Figure 4-31: Recommended Chromosome for the Radial System

Figure 4.5 shows the best solution found by the genetic algorithm, where PP# denotes a planning period. Each PP# is divided in four cells the first cell is for the line of 13.8kV, the second line for the breaker 13.8kV, the third Line 600ft, and finally the fourth the Switch.
The graph in the Figure 4.6 shows the total cost of the fittest candidate obtained after evaluation of all the possible solutions at the end of each interval. The algorithm is run for 50 generations and the lowest total cost obtained at the end of 50th generation is $307,070.

4.4.2 Complex Configuration Example

A complex configuration is a series of interconnection of component that gives redundancy to the system distribution. The complex configurations are becoming each day common especially in urban areas such as cities for the high level of system reliability that they represent.
The second numerical example uses a complex configuration as is shown in figure 4.6 and the same genetic algorithm developed for the radial configuration is used for the complex configuration. The only difference between the Genetic Algorithm used before and the one used for the complex configuration is the calculation of the unavailability cost. The same parameters are used, but in this time there are 11 components instead of 4, but the planning period will remain the same. In this example the four components are: Components 12 and 13 representing supply lines, components 1 and 2 are the power transformers, buses are defined by components 6 and 7, and finally, breakers are component numbers 3, 4, 5, 10, 11 and 20. Breaker number 20 is normally open. Table 4.2 summarizes the information of the 11 components used.

<table>
<thead>
<tr>
<th>Component</th>
<th>Asset initial age ($\tau_0$)</th>
<th>$\lambda_t$ (Outages/year)</th>
<th>$\beta_{t_{\beta_t}}$</th>
<th>$r_t$ (Hours/Outage)</th>
<th>$C_t$ ($/Outage$)</th>
<th>$P_t$ ($)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1) Line 12</td>
<td>35</td>
<td>1.8394</td>
<td>1.25</td>
<td>6.0177</td>
<td>5000</td>
<td>85,00</td>
</tr>
<tr>
<td>2) Line 13</td>
<td>38</td>
<td>2.2453</td>
<td>1.28</td>
<td>9.1432</td>
<td>5500</td>
<td>105,00</td>
</tr>
<tr>
<td>3) Transformer 1</td>
<td>28</td>
<td>0.2042</td>
<td>1.55</td>
<td>97.691</td>
<td>6000</td>
<td>120,00</td>
</tr>
<tr>
<td>4) Transformer 2</td>
<td>31</td>
<td>0.3478</td>
<td>1.75</td>
<td>103.69</td>
<td>7000</td>
<td>140,00</td>
</tr>
<tr>
<td>5) Bus 6</td>
<td>25</td>
<td>0.1982</td>
<td>1.73</td>
<td>5.9749</td>
<td>3000</td>
<td>95,00</td>
</tr>
<tr>
<td>6) Bus 7</td>
<td>29</td>
<td>0.2275</td>
<td>1.76</td>
<td>4.8964</td>
<td>3500</td>
<td>88,00</td>
</tr>
<tr>
<td>7) Breaker 3</td>
<td>31</td>
<td>0.1820</td>
<td>1.75</td>
<td>157.52</td>
<td>2000</td>
<td>75,00</td>
</tr>
<tr>
<td>8) Breaker 4</td>
<td>19</td>
<td>0.1560</td>
<td>1.72</td>
<td>132.94</td>
<td>1800</td>
<td>78,00</td>
</tr>
<tr>
<td>9) Breaker 5</td>
<td>32</td>
<td>0.0620</td>
<td>1.75</td>
<td>100.18</td>
<td>2500</td>
<td>76,00</td>
</tr>
<tr>
<td>10) Breaker 10</td>
<td>25</td>
<td>0.0058</td>
<td>1.52</td>
<td>43.8201</td>
<td>1800</td>
<td>56,00</td>
</tr>
<tr>
<td>11) Breaker 11</td>
<td>30</td>
<td>0.0066</td>
<td>1.59</td>
<td>48.1101</td>
<td>2000</td>
<td>48,00</td>
</tr>
</tbody>
</table>
The first step to solve the problem is to find the minimal cut-sets for electric outage at either load 8 or load 9. The minimal cut-set are minimal combination of components that are not working that creates a system failure, in this cases an outage. The minimal cut-sets and the formula to calculate the outage rate, repair time and the unavailability for each cut-set are summarized on table 4.3.

Table 4-3: Outage rate and repair times of cut sets for outages at either load 8 or load 9

<table>
<thead>
<tr>
<th>Cut set</th>
<th>Outage rate</th>
<th>λ_l Repair time</th>
<th>Unavailability</th>
</tr>
</thead>
<tbody>
<tr>
<td>{BUS 7}</td>
<td>λ_7</td>
<td>r_7</td>
<td>λ_7r_7</td>
</tr>
<tr>
<td>{BKR 11}</td>
<td>λ_11</td>
<td>r_{11}</td>
<td>λ_{11}r_{11}</td>
</tr>
<tr>
<td>{BUS 6}</td>
<td>λ_6</td>
<td>r_6</td>
<td>λ_6r_6</td>
</tr>
<tr>
<td>{BKR 10}</td>
<td>λ_{10}</td>
<td>r_{10}</td>
<td>λ_{10}r_{10}</td>
</tr>
<tr>
<td>{LINE 13, TRF 2}</td>
<td>λ_{13}λ_2(r_{13} + r_2)</td>
<td>(\frac{r_{13}r_2}{r_{13}^2 + r_2^2})</td>
<td>λ_{13}λ_2(r_{13}r_2)</td>
</tr>
<tr>
<td>{TRF 2, BUS 6}</td>
<td>λ_2λ_6(r_2 + r_6)</td>
<td>(\frac{r_2r_6}{r_2^2 + r_6^2})</td>
<td>λ_2λ_6(r_2r_6)</td>
</tr>
<tr>
<td>{BKR 4, BUS 6}</td>
<td>λ_4λ_6(r_4 + r_6)</td>
<td>(\frac{r_4r_6}{r_4^2 + r_6^2})</td>
<td>λ_4λ_6(r_4r_6)</td>
</tr>
<tr>
<td>{LINE 12, LINE 13}</td>
<td>λ_{12}λ_{13}(r_{12} + r_{13})</td>
<td>(\frac{r_2r_6}{r_2^2 + r_6^2})</td>
<td>λ_{12}λ_{13}(r_{12}r_{13})</td>
</tr>
<tr>
<td>{BKR 3, BKR 4}</td>
<td>λ_3λ_4(r_3 + r_4)</td>
<td>(\frac{r_3r_4}{r_3^2 + r_4^2})</td>
<td>λ_3λ_4(r_3r_4)</td>
</tr>
<tr>
<td>{TRF 2, BKR 5}</td>
<td>λ_2λ_5(r_2 + r_5)</td>
<td>(\frac{r_2r_5}{r_2^2 + r_5^2})</td>
<td>λ_2λ_5(r_2r_5)</td>
</tr>
<tr>
<td>{LINE 12, BUS 6}</td>
<td>λ_{12}λ_6(r_{12} + r_6)</td>
<td>(\frac{r_{12}r_6}{r_{12}^2 + r_6^2})</td>
<td>λ_{12}λ_6(r_{12}r_6)</td>
</tr>
<tr>
<td>{TRF 1, LINE 12}</td>
<td>λ_1λ_{12}(r_1 + r_{12})</td>
<td>(\frac{r_1r_{12}}{r_1^2 + r_{12}^2})</td>
<td>λ_1λ_{12}(r_1r_{12})</td>
</tr>
<tr>
<td>{LINE 13, BUS 7}</td>
<td>λ_{13}λ_7(r_{13} + r_7)</td>
<td>(\frac{r_{13}r_7}{r_{13}^2 + r_7^2})</td>
<td>λ_{13}λ_7(r_{13}r_7)</td>
</tr>
<tr>
<td>{LINE 12, BKR 5}</td>
<td>λ_{12}λ_5(r_{12} + r_5)</td>
<td>(\frac{r_{12}r_5}{r_{12}^2 + r_5^2})</td>
<td>λ_{12}λ_5(r_{12}r_5)</td>
</tr>
<tr>
<td>{BKR 3, BUS 7}</td>
<td>λ_3λ_7(r_3 + r_7)</td>
<td>(\frac{r_3r_7}{r_3^2 + r_7^2})</td>
<td>λ_3λ_7(r_3r_7)</td>
</tr>
<tr>
<td>{TRF 1, BKR 5}</td>
<td>λ_1λ_5(r_1 + r_5)</td>
<td>(\frac{r_1r_5}{r_1^2 + r_5^2})</td>
<td>λ_1λ_5(r_1r_5)</td>
</tr>
<tr>
<td>{LINE 12, BKR 3}</td>
<td>λ_{12}λ_3(r_{12} + r_3)</td>
<td>(\frac{r_{12}r_3}{r_{12}^2 + r_3^2})</td>
<td>λ_{12}λ_3(r_{12}r_3)</td>
</tr>
<tr>
<td>{LINE 13, BKR 5}</td>
<td>λ_{13}λ_5(r_{13} + r_5)</td>
<td>(\frac{r_{13}r_5}{r_{13}^2 + r_5^2})</td>
<td>λ_{13}λ_5(r_{13}r_5)</td>
</tr>
<tr>
<td>{BKR 3, BKR 5}</td>
<td>λ_3λ_5(r_3 + r_5)</td>
<td>(\frac{r_3r_5}{r_3^2 + r_5^2})</td>
<td>λ_3λ_5(r_3r_5)</td>
</tr>
<tr>
<td>{TRF 1, TRF 2}</td>
<td>λ_1λ_2(r_1 + r_2)</td>
<td>(\frac{r_1r_2}{r_1^2 + r_2^2})</td>
<td>λ_1λ_2(r_1r_2)</td>
</tr>
<tr>
<td>{TRF 1, BUS 7}</td>
<td>λ_1λ_7(r_1 + r_7)</td>
<td>(\frac{r_1r_7}{r_1^2 + r_7^2})</td>
<td>λ_1λ_7(r_1r_7)</td>
</tr>
<tr>
<td>{BKR 4, BKR 5}</td>
<td>λ_4λ_5(r_4 + r_5)</td>
<td>(\frac{r_4r_5}{r_4^2 + r_5^2})</td>
<td>λ_4λ_5(r_4r_5)</td>
</tr>
<tr>
<td>{LINE 13, BKR 4}</td>
<td>λ_{13}λ_4(r_{13} + r_4)</td>
<td>(\frac{r_{13}r_4}{r_{13}^2 + r_4^2})</td>
<td>λ_{13}λ_4(r_{13}r_4)</td>
</tr>
<tr>
<td>{TRF 1, BKR 4}</td>
<td>λ_1λ_4(r_1 + r_4)</td>
<td>(\frac{r_1r_4}{r_1^2 + r_4^2})</td>
<td>λ_1λ_4(r_1r_4)</td>
</tr>
</tbody>
</table>
Then the expected system unavailability at either loan 8 or load 9 is obtained by using the following equation:

\[
 f(U_{8/9}) = \lambda_7 r_7 + \lambda_{11} r_{11} + \lambda_6 r_6 + \lambda_{10} r_{10} + \lambda_{13} \lambda_2 (r_{13} r_2) + \lambda_2 \lambda_6 (r_2 r_6) + \lambda_4 \lambda_6 (r_4 r_6) + \lambda_{12} \lambda_{13} (r_{12} r_{13}) \\
 + \lambda_3 \lambda_4 (r_3 r_4) + \lambda_2 \lambda_5 (r_2 r_5) + \lambda_{12} \lambda_6 (r_{12} r_6) + \lambda_1 \lambda_{12} (r_1 r_{12}) + \lambda_{13} \lambda_7 (r_{13} r_7) + \lambda_{12} \lambda_5 (r_{12} r_5) \\
 + \lambda_3 \lambda_7 (r_3 r_7) + \lambda_4 \lambda_5 (r_4 r_5) + \lambda_{12} \lambda_3 (r_{12} r_3) + \lambda_{13} \lambda_5 (r_{13} r_5) + \lambda_3 \lambda_5 (r_3 r_5) + \lambda_1 \lambda_2 (r_1 r_2) \\
 + \lambda_1 \lambda_7 (r_1 r_7) + \lambda_4 \lambda_5 (r_4 r_5) + \lambda_{13} \lambda_4 (r_{13} r_4) + \lambda_1 \lambda_4 (r_1 r_4) + \lambda_3 \lambda_2 (r_3 r_2)
\]

By using equation 11, the individual contribution for each component to the unavailability of the system \((\phi_{l,t})\) can be determined using the equations 4.12 thru 4.24:

\[
\phi_1 = \lambda_1 [\lambda_{12} (r_{12}) + \lambda_5 (r_1 r_5) + \lambda_2 (r_1 r_2) + \lambda_7 (r_1 r_7) + \lambda_4 (r_1 r_4)]
\]

(4.12)

\[
\phi_2 = \lambda_2 [\lambda_{13} (r_{13} r_2) + \lambda_6 (r_2 r_6) + \lambda_5 (r_2 r_5) + \lambda_1 (r_1 r_2) + \lambda_3 (r_3 r_2)]
\]

(4.13)

\[
\phi_3 = \lambda_3 [\lambda_4 (r_3 r_4) + \lambda_7 (r_3 r_7) + \lambda_{12} (r_{12} r_3) + \lambda_5 (r_3 r_5) + \lambda_2 (r_3 r_2)]
\]

(4.14)

\[
\phi_4 = \lambda_4 [\lambda_6 (r_4 r_6) + \lambda_3 (r_3 r_4) + \lambda_5 (r_4 r_5) + \lambda_{13} (r_{13} r_4) + \lambda_1 (r_1 r_4)]
\]

(4.15)

\[
\phi_5 = \lambda_5 [\lambda_2 (r_2 r_5) + \lambda_{12} (r_{12} r_5) + \lambda_1 (r_1 r_5) + \lambda_{13} (r_{13} r_5) + \lambda_3 (r_3 r_5) + \lambda_4 (r_4 r_5)]
\]

(4.16)

\[
\phi_6 = \lambda_6 [r_6 + \lambda_2 (r_2 r_6) + \lambda_4 (r_4 r_6) + \lambda_{12} (r_{12} r_6)]
\]

(4.17)
\[ \phi_7 = \lambda_7 [r_7 + \lambda_{13} (r_{13} r_7) + \lambda_3 (r_3 r_7) + \lambda_1 (r_1 r_7)] \]  
(4.19)

\[ \phi_8 = 0 \]  
(4.20)

\[ \phi_9 = 0 \]  
(4.21)

\[ \phi_{10} = \lambda_{10} r_{10} \]  
(4.22)

\[ \phi_{11} = \lambda_{11} r_{11} \]  
(4.23)

\[ \phi_{12} = \lambda_{12} [\lambda_{13} (r_{12} r_{13}) + \lambda_6 (r_{12} r_6) + \lambda_1 (r_1 r_{12}) + \lambda_5 (r_{12} r_5) + \lambda_3 (r_{13} r_3)] \]  
(4.24)

\[ \phi_{13} = \lambda_{13} [\lambda_2 (r_{13} r_2) + \lambda_{12} (r_{12} r_{13}) + \lambda_7 (r_{13} r_7) + \lambda_5 (r_{13} r_5) + \lambda_4 (r_{13} r_4)] \]

Then by using \( \phi_1 \) the estimated contribution of component 1 to the total system unavailability can be obtained. In the present example the replacement schedule was determined for \( N=11 \) components over the planning period of \( K=10 \).

![Recommended Chromosome for the Complex System](image-url)
Figure 4.8 shows the best solution found by the genetic algorithm, where PP# denotes a planning period. Each PP# is divided in eleven cells, the chromosome has a total length of 55 genes but it is divided in the five planning periods in figure 4.8 for easy understanding.

The graph in the Figure 4.9 shows the total cost of the fittest candidate obtained after evaluation of all the possible solutions at the end of each interval. The algorithm is run for 50 generations and the lowest total cost obtained at the end of 50th generation is $1,811,300.

4.5 Conclusion

A method is developed to determine the optimal component replacement schedule for the power distribution system in first half of the present research. The method developed was tested on a radial power distribution system configuration, which is the most common configuration used in the industry. The method developed was also tested on a complex power distribution system configuration, which is the power distribution configuration used most commonly in recent years. The model developed is Genetic Algorithm, were the user can specify the number of components used by the system and also the number of planning periods selected for the replacement schedule in consideration. This characteristic
makes the model more flexible so it can be use for any number of components and any number of planning periods. A generalized formulation was used in the Genetic Algorithm developed. The objective optimized by the Genetic Algorithm is the minimization of the total cost of the schedule selected. The total cost is the sum of the maintenance cost, unavailability cost and the purchase cost of a new component. The objective function was the same for both configuration (radial and complex) but there is a difference in the calculation of the unavailability cost. For the complex system it was calculated first the individual contribution of each component to total unavailability cost. Two examples were solved using the Genetic Algorithm developed giving very good component replacement schedules.
Chapter 5: Baggage Screening Problem

5.1 Introduction

In September of 2001, the United States suffered its biggest terrorist attack. The use of various planes as weapons to attack strategic places in the country changed the way we use to think about airport security. Also, in 1998 at Lockerbie, Scotland the Pan-American Flight 103 exploded, killing the 270 people on board. Both cases happened because terrorist bombs and/or terrorist passed through airport security. For this reasons US airport screening procedures have gone through significant changes to ensure passenger safety. In order to meet these improvements the Federal Aviation Administration (FAA) received funding from the Congress in the Omnibus Consolidated Appropriations Act of 1997. Over the four years prior to 2000, Congress provided the FAA with $1 billion for security; roughly one-third of this funding was for the purchase and deployment of security equipment at airports (Coughlin, et al; 2002).

Airport security was improved by the use of existing Explosive Detection Systems, Passenger-Baggage Matching and Automated Passenger Profiling and since the implementation of these measures; an important component to increase the security in airports was due to the improvements in baggage screening. The Transportation Security Administration (TSA) has focused in baggage screener training and the success of new procedures in identifying potential threats. Current screening procedures require passengers to arrive as early as three hours before the plane departure, exposing them to experience delays at screening points and in some extreme cases, airport closures. For example, in August 2005, the Portland International Airport was closed when two passengers breached the security checkpoint.

Surveillance equipment is the first aviation security operation in the United States. Aviation security began in 1970 in response to hijacking attempts. Since those attempts continue, beginning in December 1972, air carries were required to physically screen all passengers using metal detectors (National Research Council, 1996). In 1996, the Commission on Aviation Safety and Security
recommended to the aviation industry the use of existing explosive detection technologies, automated passenger prescreening, and positive passenger-baggage matching (McLay, et all; 2004). Some aviation security experts suggest that is more effective to give a more intense scrutiny of passengers perceived as greater security risks than increasing the screening intensity for all passengers, giving that 100% checked baggage screening is not cost-effective, and suggest that creating multiple levels of security for screening passengers may be more effective treating all passengers the same (Poole and Passantino; 2003). Some airports are implementing a prescreening security point in order to 100% check all the passenger baggage. The use of a prescreening system has operational implications in the screening of passengers with security screening devices and procedures.

Some airports use Computer Assisted Passenger Screening System (CAPSS) in order to inspect some potential terrorist passengers. CAPSS use passenger profile to indicate if a person is a potential terrorist and needs to pass through further inspection (O’Harrow, 2002). Some research point out that implementing CAPSS is not enough to warranty the security of an airport. Any airport that uses CAPSS to select passengers for increased scrutiny is bound to be less securing than other airport that uses systems that randomly select passengers for thorough inspection (Chakrabarti and Strauss; 2002). Chakrabarti and Strauss presented an algorithm called Carnival Booth that demonstrates how a terrorist can defeat the CAPSS. Using a combination of statistical analysis and computer simulation they evaluated the efficacy of Carnival Booth and illustrate that CAPSS is an ineffective security measure. Perisco and Petra analyzed the implementation of the Computer-Assisted Passenger Pre-Screening System (CAPPS II), which is the tool to select passengers for screening. CAPPS confirms passenger’s identities, performs criminal identity and checks credit. Also receives additional information, such as residence, home ownership, income, and patterns of travel and purchases used to construct a predicted threat rating, finding that even though the CAPPS system does perform well that does not improve the 24-percent error in the baggage screening. In 2008 Sahin and Feng did a research on passenger
information incorporated into a two-level checked-baggage screening system to determine the screening strategy for different subsets of passengers.

In 2002 Frederickson and LaPorte applied the concepts and logic of high–reliability organizations to airport security operations in their study. The contemporary decision theory is built on the logic of limited or buffered ration ability and is based on the study of error–tolerant organizations, the concept of high–reliability organizations is based on the study of nearly error–free operations. In 2011, Weiss developed along with MITRE Corporation the Dynamic Airport Security Model. The model, a fast-time desktop simulation, accepts the airport layout, security procedures and threat vectors (path-weapon combinations) as inputs and models the performance of the airport's defense against those threat vectors. Moreover, Xiaofeng et al., considered a model for an airport security system in which the declaration of a threat is based on the joint responses of inspection devices. They obtained the false alarm and false clear probabilities, and compared the response system with two other independently operated systems. They modeled group passengers in a manner that minimizes the false alarm probability while maintaining the false clear probability. Kwang and Youn studied the failures concerned with detecting prohibited items form air passenger or carry-on luggage, where there are three major factors affecting the effectiveness of passenger screening: human resources, equipment, facilities, procedures and responsibility structures. In their study they utilized an AHP (Analytic Hierarchy Process) analysis on surveyed data about the relative importance of the factors and elements concerned with the improvement of passenger screening.

Jacobson and Karnani in 2005, proposed a different integer-programming model for obtaining optimal baggage screening security device deployment. The resulting model was designed to optimally determine where to assign the different baggage screening security devices and which baggage screen, where optimality is based on minimizing either the number of uncovered baggage segments, the number of uncovered flight segments, or the number of uncovered passenger segments. Later, Lee and Jacobson
evaluated the effectiveness of sequential aviation security screening policies using a conditional probability inequality to develop an upper bound and attaining the set of optimal assignments for a given realization of passenger risk. The sequential passenger assignment problem has been formulated as a stochastic process, with the objective of maximizing the overall true alarm rate, subject to device capacity constraints.

In terms of what should be reported by a screening system and its performance characteristics, certain guidelines have been set by aviation authority (Singh and Singh; 2003). Most of the devices that are today in use are Explosive Detection Systems (EDS). For some items, the EDS machine cannot discern a difference between common products and known threat items. With a projected rate of 1.5 billion checked bags per year, and a rejection rate of 30 percent means 450 million bags per year—more than 1.2 million per day. All these bags need either further screening by another technology or hand search. In each case, the additional machine, time, or labor requirements for more-intensive additional screening of more than a million bags per day are very onerous (Butler and Poole; 2002). In 2007, Feng assessed the risk and cost effectiveness of various baggage-screening systems by investigating the setting of specifications or thresholds on security responses.

A Security Equipment Integrated Product Team (SEIPT) was formed within the FAA to acquire and deploy security equipment using the $144 million appropriated by Congress (Rao and Dickey, 1999), with the goal of making nearly impossible for a bomb to enter an aircraft. The FAA has developed several software packages to help in the determination of which baggage screening devices to buy, which airports need more those devices, how many devices are located in each airport and where the devices are located in the airport. One of the most important software that the FAA has developed is the Checked Baggage Screening (CBS) Model. The Checked Baggage Screening Model is an operational cost model developed by the FAA to be used by the FAA personnel, airline analysts and some economists.
5.2 Baggage Screening Problem

Different guidelines have been set by aviation authority to specify what should be reported by a screening system and its performance characteristics (Singh and Singh, 2003). Most baggage screening devices that are in use today at airports are Explosive Detection Systems (EDS). In some instances, the EDS machine cannot detect the difference between common products and known threat items. For example, with an estimated rate of 1.5 billion checked bags per year, and a rejection rate of 30 percent, then, more than 1.2 million bags will be rejected per day. All these rejected bags need either further screening by another technology or by hand search. In each case, the additional machine, time, or labor requirements for more-intensive additional screening are very onerous (Butler and Poole, 2002).

A Security Equipment Integrated Product Team (SEIPT) was formed within the FAA to acquire and deploy security equipment using the $144 million appropriated by Congress (Rao and Dickey, 1999), with the goal of making it nearly impossible for a bomb to enter an aircraft. The FAA has developed several software packages to help determine which baggage screening devices to procure, select which airports need more of those devices, how many devices will be located in each airport and where the devices will be deployed within the airport. One of the most important software packages that the FAA has developed is the Checked Baggage Screening (CBS) Model. The CBS Model is an operational cost model developed by the FAA that helps forecast the costs of implementing some different baggage screening strategies. These strategies are based on different (one to ten) levels of security screening devices where at each level a specific device checks the bags; this system is shown in Figure 5.1.
On each level one type of device could be selected, for example if on level one the device selected is of type X, only type X devices could be located at that specific level. The number of bags expected to enter at that level and the throughput of the device selected at that specific level determines the number of devices per level. One advantage of the CBS model is that it can be used to determine different strategies for different airports. The CBS model gives the expected annual cost for purchase and operating the devices. The strategy is based on the number of flights that arrives or departs from a specific airport. Also, CBS projects the expected throughput of each baggage-screening device. The expected direct cost per expected prevented attack to the expected cost of an aviation terrorist incident provides one measure for the cost effectiveness of 100% checked bag screening (Jacobson and Karnani; 2005).

A bag is alarmed when after screening a bag the security device finds something unfamiliar on it. A bag is cleared when after screening a bag the security device does not find anything unfamiliar on it.
Each bag has the possibility of containing an explosive (called threatened bags), and also each device has the probability to fail detecting a threatened bag. Those probabilities lead to four different outcomes from a device, as shown in Figure 5.2

![Figure 5-37: Security Device Findings](image)

A true clear is when a security device successfully checks a bag and finds that it is safe from any threat; where a false clear is the opposite, a false clear is when a security device finds that a bag does not has any threat, when actually it contains a threat. A true alarm is when a security device successfully finds a threatened bag, and a false alarm is when a security device finds a threat on a bag when actually the bag does not contain any threat. Each outcome has an associated cost, for example when a bag is said to be alarmed, there is an extra effort on it (time and resources) to inspect it and know if it really contains a threat. An alarmed bag needs to be inspected by a law enforcement officer or a bomb squad; also alarmed bags could represent a problem because the concourse or the airport must to be evacuated. A false clear also represent costs, such as the property cost, but most important the cost of the loss of lives.

There is no prefect baggage-screening device; each one has the probability of false clear or false alarm. At each level of the strategy chosen, there is the probability to a bag be alarmed and be sent to the next level to be checked again or be cleared to go directly to the aircraft. The main objective of this research is to find the best strategy of baggage screening devices that minimizes the total cost, where the final cost includes the purchase cost, the maintenance cost and also the false alarm and false clear costs.
In this research the CBS model cost function is used, also 40 different baggage-screening devices are considered. There is set that the maximum number of levels are 10, giving a total of $8.15 \times 10^{48}$ possible strategies. Since it is almost impossible for any computer to solve such number of strategies in a respectable amount of time, the use of metaheuristics is proposed. In 2004 Candalino et all, solve a similar problem using simulated annealing, with positive results. Metaheuristics are a class of approximate methods designed to solve hard combinatorial optimization problems arising within various different areas (Crispim and Brandao; 2005).

The second half of the present research broadens the cost function of the baggage screening problem and present the best methodology for selection of Explosive Detection Systems which will minimize the total cost. 40 different devices will be used as the Explosive Detection Systems available for the current problem. A decision will be chosen between 2 up to 10 levels of security, giving $1.05 \times 10^{16}$ possible combinations of devices. For the difficulty of the task of obtain a optimal solution among that number of possible solutions, two metaheuristic method will be used to solve the problem. There are several Metaheuristics methods such as genetic algorithms, ant colony, monkey algorithms or memetic algorithms. The second half of this research will concentrate in the use of memetic algorithms and genetic algorithm.
Chapter 6: Optimal Aviation Baggage Screening Strategy

6.1 Formula Calculation

The expected number of bags screened per year \((S)\) is shown in equation 6.1, where \(S\) is equal to the estimated maximum number of bags arriving per hour over a ten year period considered in this study.

\[
S = \left(\frac{\text{Maximum bags per hour}}{10}\right) \times 24 \times 365
\]  

The expected annual cost of false clears and false alarms are shown in equations 6.2 and 6.3, respectively

\[
FCC = C_{FC} \times S \times r_T \times \left[ P_{FC}(1) + \sum_{i=2}^{n} P_{FC}(i) \prod_{j=1}^{i-1} (1 - P_{FC}(j)) \right] 
\]  

\[
FAC = C_{FA} \times S \times (1 - r_T) \times \prod_{i=1}^{n} P_{FA}(i)
\]

In equation 6.2, the False clear cost is composed of the cost of a false clear times the expected number of bags screened per year times the probability of a threat, times the final probability of a false clear after the bag has passed through all the levels. In equation 6.3, the expected annual cost of a false alarm is comprised of the cost of a false alarm times the expected number of bags screened per year times the probability of a bag non-containing a threat times the probability of a false alarm after passing all the levels.

The number of bags per level \(i\) is found by multiplying the maximum number of bags per hour times the probability of a false alarm up to level \(i - 1\) plus the probability of a true alarm up to level \(i - 1\), as shown in Equation 6.4, and the number of devices required per level \(i\) can be calculated using Equation 6.5.
\[ \text{Bags}(i) = \text{Max. number of bags per hour} * \left\{ \left( 1 - r_T \right) \prod_{j=1}^{i-1} P_{FA} \right\} + \left\{ r_T \prod_{j=1}^{i-1} (1 - P_{FC}(j)) \right\} \]  

(6.4)

\[ \text{Devices}(i) = \frac{\text{Bags}(i)}{\text{Throughput}(device_i)} \]  

(6.5)

The total cost at level \( i \) is composed of the number of devices at level \( i \) times the purchase cost of device used at level \( i \) as is shown in Equation 6.6 and the total purchase cost is shown in Equation 6.7.

\[ \text{Level Cost}(i) = \text{Devices}(i) \times \text{PurchaseCost}(device_i) \]  

(6.6)

\[ T\text{PC} = \sum_{i=1,2,...,n} \text{Level Cost}(i) \]  

(6.7)

Finally, the Annual Total Annual Cost is shown in Equation 8 and it is comprised of the annual purchase cost, the operating cost, the false clear cost and the cost of a false alarm over a ten-year period.

\[ T\text{AC} = \frac{T\text{PC}}{10} + C_o \sum_{i=1}^{n} \text{Devices}(i) + \text{FCC} + \text{FAC} \]  

(6.8)

6.2 GENETIC AND MEMETIC ALGORITHM DEVELOPED

The genetic algorithm developed works with a permutation encoding. Figure 6.1 is the graphic representation of the chromosome used. Each cell of the chromosome has a number, which represent the machine used. Also each cell is in order where the first cell represents the first level and the second cell represent the second level and so on.

![Chromosome Representation](image)

Figure 6-38: Chromosome Representation
Some of the characteristics of the Memetic Algorithms and Genetic Algorithms are that: MA’s and GA’s work with a coding of the parameter set, not the parameters themselves, MA’s and GA’s search from a population of points, not a single point, MA’s and GA’s use payoff (objective function) information. MA’s and GA’s use probabilistic transition rules, not deterministic rules, but only MA’s search local solutions to improve the fitness of the current population. A Memetic Algorithm is a hybrid between a local search and a Genetic Algorithm. The Memetic Algorithm uses the same evolutionary operators than the Genetic Algorithm (crossover and genetic operator). The crossover operator combines the information of two chromosomes (called parent chromosomes) in order to obtain a new chromosome that contains the information of both parent chromosomes. The crossover operator tries to get a better solution by combining two already good solutions, as in the nature when a child obtain the best from both parents. An example of a crossover operator is shown in figure 6.2.

![Crossover operator for the Baggage Screening Problem](image)

Figure 6-39: Crossover operator for the Baggage Screening Problem

The mutation operator uses the information of a chromosome and modifies it by changing the information of one cell of a chromosome for another completely different. Mutation is a genetic operator that alters one or more gene values in a chromosome from its initial state. This can result in an entirely new gene values being added to the gene pool. With these new gene values, the memetic and genetic algorithms may be able find a better solution. Mutation is an important part of the genetic search as it helps to prevent the population from staying at any local optima. An example of a mutation operator is shown in figure 6.3.
Memetic Algorithms are different from Genetic Algorithm for the use of a local search. Local search algorithms move from solution to solution in the space of candidate solutions (the search space) by applying local changes, until a solution deemed optimal is found or a time bound is elapsed. Examples of local search algorithms are WalkSAT, the 2-opt algorithm for the Traveling Salesman Problem, and Tabu Search. One of the most widely used and effective local search methods is the Tabu Search.

One of the advantages of Tabu Search is that it can be superimposed on other procedures to prevent them from becoming trapped at locally optimal solutions. Tabu Search is extremely popular for solving large combinatorial problems in many different areas. It is been used to solve a wide range of hard optimization problems such as job shop scheduling, graph coloring (related), the Travelling Salesman Problem (TSP) and the capacitated arc routing problem. A distinguishing feature of Tabu Search is its exploitation of adaptive forms of memory, which equips it to penetrate complexities that often confound alternative approaches (Glover and Laguna, 1999). Tabu Search begins with the initialization of a Tabu List. A local search is then used to scan the neighbors from the initial solution. From the solutions found among the neighbors the best is chosen and set as the new initial solution. The most common way to do the local search is to switch to genes of the chromosome as it is shown in figure 6.4.

Figure 6-41: Local Search for the Memetic Algorithm
The particular aspect of the Tabu Search is that the switch move that gives the best solution is placed on the Tabu List. The entire moves that are in the Tabu List are penalty moves that prevent the repetition of the same solutions over time. However, an aspiration criterion can be specified such that a prohibitive move can still be admissible if this criterion is satisfied. The iterative process of the memory enhanced local search is repeated until a termination criterion is met. The best solution found during a TS run is regarded as the optimal solution.

The Memetic Algorithm used in this research first finds a random population of 100 chromosomes that will be evaluated. Once, the fitness value of the initial random population is found, the chromosomes will be sorted by its fitness value, from the more fitness value to the lowest fitness value. After the chromosomes are sorted the 40 best solutions are set apart to give an initial population to the local search. In this paper we take the idea of a Tabu Search of switching the values of the genes in the chromosome to generate new solutions. The criterion used is to switch all the pair genes from the 40 best solutions to generate new neighbor solutions. Then fitness value is obtained of the new set of chromosomes and sorts them again, and the best 40 solutions are keep to be used for the genetic operators.

The crossover operator used is set to choose one gene from parent 1, then one gene from parent 2, then a gene from parent 1 and so on until the length of the gene is met. The reason to doing this type of cross over operator is because it gives more information from both parents and also because it gives a son chromosome that have a variety of information from both parents. Also another child is born with the information of the same pair of parents both in this case the gene 1 will be the information of the gene 1 at parent 2 instead of the information of gene 1 in parent one, then the gene 2 of the son will be the information of the gene 2 of the parent one and so on until the length of the chromosome is meet. After getting all the new chromosomes all of those are set apart to be join with the chromosomes generated by the mutation operator.
The mutation operator used is set to be 1% and since the length of the chromosome used in this paper is set to be 10, the maximum information changed is set to be one gene. That gene that is going to be changed is selected at random and also the information of that gene is changed at random. All the new chromosomes generated by doing the mutation operator were joining with the chromosomes found using the crossover operator and for all of these new chromosomes the fitness value is obtained. Finally this values are compared with the values obtained after the local search and the best 100 solutions are then set to be our new initial population, this process is repeated 1000 times. To solve the baggage screening problem two different programs were developed using Matlab®, Figures 6.5 and 6.6 show the pseudo code of the developed algorithms.

```
Begin;
    Generate random population of P solutions (chromosomes);
    For i = 1 to number of generations
        For each individual i ∈ P:
            Calculate fitness (i);
            Sort individuals from highest fitness value to lowest fitness value;
        End;
    End;
    For best 40 solution = P2:
        For each individual i ∈ P2:
            Do Crossover (i):
                Select two parents in order from P2, i_a and i_b;
                Generate on offspring i_c and i_d = crossover (i_a and i_b):
                i_c and i_d go to P3;
            End;
            Do Mutation (i):
                For each individual i ∈ P2:
                    Generate on offspring i_2 = mutation (i);
                    i_2 go to P3;
            End;
        End;
    End;
    For each individual i ∈ P3:
        Calculate fitness (i);
        Sort individuals from highest fitness value to lowest fitness value;
    End;
    Best 100 P3 = P;
    Check if termination=true;
End;
```

Figure 6-42: Genetic Algorithm pseudo code
6.3 NUMERICAL EXAMPLE

In the present research, the CBS model cost function is used with 40 different baggage-screening devices. The maximum number of possible levels for screening is 10, giving a total of $8.15 \times 10^{48}$ possible strategies; the data used was obtained from previous studies (Virta et al., 2003; Candalino Jr. et al., 2004). Table 6.1, shows the information for the different devices considered. Each baggage-screening device has a specific False Alarm probability ($P_{FA}$), False Clear probability ($P_{FC}$), purchase cost and throughput (bags per hour).
Table 6-1: Data Summarized

<table>
<thead>
<tr>
<th>Device #</th>
<th>Cost</th>
<th>(P_{FA})</th>
<th>(P_{FC})</th>
<th>Throughput</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>900000</td>
<td>0.4</td>
<td>0.075</td>
<td>1200</td>
</tr>
<tr>
<td>2</td>
<td>330000</td>
<td>0.25</td>
<td>0.095</td>
<td>600</td>
</tr>
<tr>
<td>3</td>
<td>250000</td>
<td>0.2</td>
<td>0.085</td>
<td>100</td>
</tr>
<tr>
<td>4</td>
<td>850000</td>
<td>0.15</td>
<td>0.075</td>
<td>100</td>
</tr>
<tr>
<td>5</td>
<td>850000</td>
<td>0.3</td>
<td>0.065</td>
<td>254</td>
</tr>
<tr>
<td>6</td>
<td>3000</td>
<td>0.5</td>
<td>0.055</td>
<td>1000</td>
</tr>
<tr>
<td>7</td>
<td>2000</td>
<td>0.1</td>
<td>0.0545</td>
<td>2</td>
</tr>
<tr>
<td>8</td>
<td>500</td>
<td>0.5</td>
<td>0.0535</td>
<td>150</td>
</tr>
<tr>
<td>9</td>
<td>30000</td>
<td>0</td>
<td>0.0825</td>
<td>10</td>
</tr>
<tr>
<td>10</td>
<td>5000</td>
<td>0.5</td>
<td>0.075</td>
<td>1000</td>
</tr>
<tr>
<td>11</td>
<td>965000</td>
<td>0.25</td>
<td>0.075</td>
<td>50</td>
</tr>
<tr>
<td>12</td>
<td>850000</td>
<td>0.15</td>
<td>0.095</td>
<td>251</td>
</tr>
<tr>
<td>13</td>
<td>965000</td>
<td>0.25</td>
<td>0.085</td>
<td>260</td>
</tr>
<tr>
<td>14</td>
<td>200000</td>
<td>0.2</td>
<td>0.075</td>
<td>62</td>
</tr>
<tr>
<td>15</td>
<td>80000</td>
<td>0.25</td>
<td>0.065</td>
<td>80</td>
</tr>
<tr>
<td>16</td>
<td>70000</td>
<td>0.15</td>
<td>0.0755</td>
<td>80</td>
</tr>
<tr>
<td>17</td>
<td>45000</td>
<td>0.15</td>
<td>0.0845</td>
<td>66</td>
</tr>
<tr>
<td>18</td>
<td>90000</td>
<td>0.5</td>
<td>0.0835</td>
<td>1000</td>
</tr>
<tr>
<td>19</td>
<td>560000</td>
<td>0.2</td>
<td>0.0525</td>
<td>24</td>
</tr>
<tr>
<td>20</td>
<td>80000</td>
<td>0.4</td>
<td>0.075</td>
<td>600</td>
</tr>
<tr>
<td>21</td>
<td>800000</td>
<td>0.15</td>
<td>0.05</td>
<td>50</td>
</tr>
<tr>
<td>22</td>
<td>50</td>
<td>0.2</td>
<td>0.095</td>
<td>1</td>
</tr>
<tr>
<td>23</td>
<td>83000</td>
<td>0.2</td>
<td>0.085</td>
<td>180</td>
</tr>
<tr>
<td>24</td>
<td>16600</td>
<td>0.3</td>
<td>0.075</td>
<td>360</td>
</tr>
<tr>
<td>25</td>
<td>1500000</td>
<td>0</td>
<td>0.065</td>
<td>12</td>
</tr>
<tr>
<td>26</td>
<td>965000</td>
<td>0.15</td>
<td>0.0755</td>
<td>120</td>
</tr>
<tr>
<td>27</td>
<td>850000</td>
<td>0.15</td>
<td>0.0945</td>
<td>100</td>
</tr>
<tr>
<td>28</td>
<td>330000</td>
<td>0.18</td>
<td>0.0435</td>
<td>20</td>
</tr>
<tr>
<td>29</td>
<td>450000</td>
<td>0.25</td>
<td>0.0825</td>
<td>100</td>
</tr>
<tr>
<td>30</td>
<td>2000000</td>
<td>0.25</td>
<td>0.053</td>
<td>62</td>
</tr>
<tr>
<td>31</td>
<td>80000</td>
<td>0.12</td>
<td>0.095</td>
<td>80</td>
</tr>
<tr>
<td>32</td>
<td>57000</td>
<td>0.1</td>
<td>0.095</td>
<td>57</td>
</tr>
<tr>
<td>33</td>
<td>57000</td>
<td>0.25</td>
<td>0.085</td>
<td>80</td>
</tr>
<tr>
<td>34</td>
<td>70000</td>
<td>0.15</td>
<td>0.075</td>
<td>80</td>
</tr>
<tr>
<td>35</td>
<td>45000</td>
<td>0.15</td>
<td>0.0965</td>
<td>66</td>
</tr>
<tr>
<td>36</td>
<td>200000</td>
<td>0</td>
<td>0.055</td>
<td>1</td>
</tr>
<tr>
<td>37</td>
<td>600000</td>
<td>0.2</td>
<td>0.06</td>
<td>80</td>
</tr>
<tr>
<td>38</td>
<td>60000</td>
<td>0.5</td>
<td>0.0635</td>
<td>1000</td>
</tr>
<tr>
<td>39</td>
<td>200</td>
<td>0.1</td>
<td>0.0825</td>
<td>12</td>
</tr>
<tr>
<td>40</td>
<td>450000</td>
<td>0.25</td>
<td>0.075</td>
<td>550</td>
</tr>
</tbody>
</table>
For each bag there is a probability that it contains a threat, in this case the probability of a threat \( (r_T) \) is set to be \( 5.005 \times 10^{-10} \). The annual operating cost per device \( (C_O) \) is $125,000.00, the cost of a false alarm \( (C_{FA}) \) is set to be $30, and finally the cost of a false clear \( (C_{FC}) \) is $1,400,000.00. The maximum number of bags per hour set in this research is five thousand. The expected number of bags screened per year \( (S) \) is shown in equation 1, where \( S \) is equal to the maximum number of bags arrived per hour over the ten years that are going to be analyzed times the 24 hours of a day times the 365 days of a year. The Matlab Program developed used the pseudo code of above and the information previously stated. It was run in Matlab R2010a by Matworks® on a 2.7 GHz Intel Core i7m, 4GB 1333MHz DDR3 computer. The solutions obtained are summarized in the table 6.2 and 6.3.

<table>
<thead>
<tr>
<th>Solution GA</th>
<th>Cost GA</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 12</td>
<td>7.1684e+007</td>
</tr>
<tr>
<td>2 2 12</td>
<td>3.1336e+007</td>
</tr>
<tr>
<td>2 2 2 31</td>
<td>2.1356e+007</td>
</tr>
<tr>
<td>6 2 2 2 31</td>
<td>1.7084e+007</td>
</tr>
<tr>
<td>6 6 2 2 2 12</td>
<td>1.5184e+007</td>
</tr>
<tr>
<td>6 6 6 2 2 2 32</td>
<td>1.4155e+007</td>
</tr>
<tr>
<td>6 6 6 6 1 2 2 31</td>
<td>1.3817e+007</td>
</tr>
<tr>
<td>6 6 6 6 2 1 24 23 32</td>
<td>1.3773e+007</td>
</tr>
<tr>
<td>6 6 6 2 2 23 23 8 7</td>
<td>1.4192e+007</td>
</tr>
</tbody>
</table>
Table 6.3: Memetic Algorithm final solutions

<table>
<thead>
<tr>
<th>Solution MA</th>
<th>Cost MA</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 12</td>
<td>7.1684e+007</td>
</tr>
<tr>
<td>2 2 12</td>
<td>3.1336e+007</td>
</tr>
<tr>
<td>2 2 2 31</td>
<td>2.1356e+007</td>
</tr>
<tr>
<td>6 2 2 2 31</td>
<td>1.7084e+007</td>
</tr>
<tr>
<td>6 1 1 2 2 12</td>
<td>1.5425e+007</td>
</tr>
<tr>
<td>6 6 6 2 2 2 32</td>
<td>1.4165e+007</td>
</tr>
<tr>
<td>6 6 6 6 1 2 2 31</td>
<td>1.3817e+007</td>
</tr>
<tr>
<td>6 6 6 6 2 2 23 32</td>
<td>1.3618e+007</td>
</tr>
<tr>
<td>6 6 6 6 6 6 2 23 32</td>
<td>1.3522e+007</td>
</tr>
</tbody>
</table>

Both programs were run in the same computer, for the Genetic Algorithm it took almost a minute to give the results for the nine different levels. In the other hand the Memetic Algorithm run for 3 minutes to get the solutions for the nine levels. In both cases in all the solutions the device number 2 were used and from the level 5 also device number 6 were used in all the solutions. It is assumed that both devices has some advantages over the other devices because it gives a better strategy to use the same machine at different levels than only use it at one level. Device number 2 has a throughput of 600 bags per hour and a cost of $330,000.00 per machine, making it in balance between cost and number of bags screened per hour. Also, machine #2 has a False Alarm probability of 25% and False Clear probability of 9.5%, where even though those probabilities are not the lower they are low enough to have low cost for false alarms and false clears. Also device #6 has the same advantages as device #2 with a throughput of 1000, which is more than device 2, and a cost of $3000.00. Device #6 is set in the first levels because it has a big output of bags per hour at a low cost, and also with a low False Clear probability (5.5%), even though the probability of a false alarm is high (50%), the low purchase cost and high output lower the cost of the solution in the maximum levels.

As shown in table 1 the best solution found is at level 10 using the following distribution of devices: 6 6 6 6 6 6 2 23 32, at a cost of 1.3522e+007 dollars. The solution says that
in order to reduce costs at minimum from level 1 to level 7 use device #6, in level 8 use device #2, for
level 9 use machine #23 and finally for level 10 use machine #32. This solution implies that for level
one use 50 devices, at level two 26 devices, at level three 13 devices, at level four 7 devices, at level five
4 devices, at level seven 2 devices, and finally at level seven 1 which means that a total of 102 of
machines #6 need to be buy. It is important to let know that this layout needs to be followed because it is
not the same to have the specific number of machines in each level than having all the 100 machines in
the same level due to the restriction that when a bag is alarmed need to go to the next level. For level 8
through level 10 only use one device at each level. The best solution layout is summarized at Figure 6.7.

![Diagram of machine layout]

Figure 6-44: Best arrangement of machines found

Both Methaheuristics perform well obtaining solutions. At the beginning the genetic and the
memetic algorithm gave exactly the same best solution, but at level nine and level ten the
Methaheuristics found different best solutions. The memetic algorithm performs better finding an
optimal solution, but there is an important difference in time while finding the solution. Table 6.4 shows
the performance of the genetic algorithm and memetic algorithm at the level eight where both
Methaheuristics found the same solution.
Table 6.4: Graphs showing the lowest total cost obtained at each interval

Table 6.4 shows the performance of both Metaheuristics when they found an optimal solution, the first table is the performance of the Genetic algorithm and the second table is the performance of the memetic algorithm. It can be seen that the memetic algorithm finds in less iteration the best solution.

6.3.1 Sensitivity Analysis

A sensitivity analysis were performed in order to find what is the most important parameter in order to choose an optimal solution, the sensitivity analysis was only performed using the memetic algorithm, since it found the best solution. The fist parameter to be changed was the cost of a false clear, because it seems to be the highest cost in the function. By setting a value of 0 to a false clear cost the best solution also changes from the number of levels and by the number and by the total cost. The best solution without a false clear cost is 6  6  8  8  39  39  9, at a total cost of $1.6413e+005. Setting a false clear in zero means that it is really not important to detect the threats at all, which makes no sense, that’s why the optimal solution found changes drastically in cost and in number of levels needed, because since it is not important to really detect the threats the program only found the cheapest solution that gives less false alarms. Another parameter changed was the false alarm cost, it is also set to be zero, and the best solution found to be 6  6 at a cost of $9.6622e+006 and as the levels were increasing the cost is also increasing. This means that the cost of a false alarm is directly correlated with the number of levels needed in the strategy.
Other parameter set to zero was the operating cost, by doing this we are giving the freedom to choose more devices per level since the cost of using them does not really matter, as an observation makeins the false clear and the operating cost to zero gives similar solution at similar optimum costs. The best solution found when the operating cost was set to be zero is 6 6 39 39 39 7 7 at a total cost of $1.6841e+005. Finally the most important parameter changed was the probability of a threat, since the other parameters are almost impossible to change, but the probability of a threat is the only one that really can constantly change. At the beginning the probability of a threat was set to be 5.005*10^-10, so it was changed to be 5.005*10^-8 and 5.005*10^-12, in other words a little bit more probable and a little bit less probable to a threat to happen. When the probability of a threat is 5.005*10^-8, so that is more probable to threat to happen, the solution is 6 6 6 6 6 40 40 21 increasing the cost of the optimal solution to $2.5883e+007, while in the other hand lowering the probability of the threat to 5.005*10^-12 gives an optimal solution with nine levels: 6 6 6 6 6 2 2 23 32 at a total cost of $1.3470e+007. Also, if the population size is change to be 1000 instead of a 100 the Matlab program to run for almost 15 minutes but the same solution was reach, so that we can assure that the optimal solution were found. If the population is changed to be 10 instead of 100 the program run faster, it finished searching for a solution in almost 20 seconds but the solution found is not the optimal solution found when the population size were 100 chromosomes.

6.4 CONCLUSION

A method is developed to determine the optimal configuration of machines for security at an airport. The method developed was tested using 40 different devices and a configuration of 2 to 10 levels. Two Metaheuristics were used to obtain a strategy for a baggage-screening problem, with an objective function of minimizing the cost. The total cost is the sum of the Purchase cost and also the Operating cost, along with the cost of a False Alarm and False Clear. The parameter used for both (the genetic and memetic algorithm) had initial population of 100 chromosomes, and both were run 1000
times. The Genetic algorithm used the crossover and the mutation operator, while the memetic algorithm used the same parameters and in addition a local search, in this case a Tabu search. The problem was solving by creating a program for each Metaheuristic using Matlab. The best solution found is at level 9 using the following distribution of devices: 6 6 6 6 6 2 2 23 32, at a cost of 1.3618e+007 dollars. The solution says that in order to reduce costs at minimum from level 1 to level 5 use device #6, in level 6 and 7 use device #2, for level 8 use machine #23 and finally for level 10 use machine #32. This solution implies that for level one use 50 devices, at level two 26 devices, at level three 13 devices, at level four 7 devices, and finally at level six 4 devices, which means that a total of 100 of machines #6 need to be buy. Both Metaheuristics reach the optimal solution, but the memetic algorithm find the optimal solution in less iterations than the Genetic Algorithm, and also if we wan to use 9 levels or more the solutions form the genetic and memetic algorithm begin to be different, so that it is inferred that the memetic algorithm find better solutions than the genetic algorithm but with more computational effort.
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