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Abstract

In many practical situations, we have a sample of objects of a given type. When we measure the values of a certain quantity $x$ for these objects, we get a sequence of values $x_1, \ldots, x_n$. When the sample is large enough, then the arithmetic mean $E$ of the values $x_i$ is a good approximation for the average value of this quantity for all the objects from this class. Other expressions provide a good approximation to statistical characteristics such as variance, covariance, and correlation.

The values $x_i$ come from measurements, and measurement is never absolutely accurate. Often, the only information that we have about the measurement error is the upper bound $\Delta_i$ on this error. In this case, once we have the measurement result $\tilde{x}_i$, the condition $|\tilde{x}_i - x_i| \leq \Delta_i$ implies that the actual (unknown) value $x_i$ belongs to the interval $x_i \overset{\text{def}}{=} [\tilde{x}_i - \Delta_i, \tilde{x}_i + \Delta_i]$. Different values $x_i \in x_i$ from the corresponding intervals lead, in general, to different values of sample mean, sample variance, etc. It is therefore desirable to find the range of possible values of these characteristics when $x_i \in x_i$.

It is known that evaluating such ranges is, in general, NP-hard (see, e.g., [2]). The main objective of this thesis is to design feasible (i.e., polynomial-time) algorithms for practically important situations. Several such algorithms are described and proved to be correct.
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Chapter 1

Introduction

1.1 Need for Estimating Statistical Characteristics

In many practical situations, we have a sample of values \(x_1, \ldots, x_n\) corresponding to objects of a certain type. For example, \(x_i\) may represent the height of the \(i\)-th person in a group, or his or her weight, or the toxicity of the \(i\)-th snake of a certain species.

In this case, a standard way to describe the corresponding population is to estimate its mean

\[
E = \frac{1}{n} \cdot \sum_{i=1}^{n} x_i
\]  

(1.1)

and its variance

\[
V = \frac{1}{n} \cdot \sum_{i=1}^{n} (x_i - E)^2.
\]  

(1.2)

and standard deviation \(\sigma = \sqrt{V}\).

In situations when we measure two quantities \(x_i\) and \(y_i\) for each object \(i\), then we would like to describe the mean, variance, and standard deviation of each of these characteristics

\[
E_x = \frac{1}{n} \cdot \sum_{i=1}^{n} x_i, \quad E_y = \frac{1}{n} \cdot \sum_{i=1}^{n} y_i,
\]

\[
V_x = \frac{1}{n} \cdot \sum_{i=1}^{n} (x_i - E)^2, \quad V_y = \frac{1}{n} \cdot \sum_{i=1}^{n} (y_i - E)^2,
\]

\[
\sigma_x = \sqrt{V_x}, \quad \sigma_y = \sqrt{V_y},
\]

and we would also like to know their covariance

\[
C_{x,y} = \frac{1}{n} \cdot \sum_{i=1}^{n} (x_i - E_x) \cdot (y_i - E_y) = \frac{1}{n} \cdot \sum_{i=1}^{n} x_i \cdot y_i - E_x \cdot E_y,
\]
and their correlation
\[ \rho_{x,y} = \frac{C_{x,y}}{\sigma_x \cdot \sigma_y}. \]

1.2 Case of Interval Uncertainty

The above formulas implicitly assume that we know the exact values of the characteristics \( x_1, \ldots, x_n \). In practice, these values usually come from measurements, and measurements are never absolutely exact (see, e.g., [15]): the measurement results \( \bar{x}_i \) are, in general, different from the actual (unknown) values \( x_i \): \( \bar{x}_i \neq x_i \).

In the traditional engineering and scientific practice, it is usually assumed that we know the probability distribution of the measurement errors \( \Delta x_i \triangleq \bar{x}_i - x_i \). However, often, the only information we have is the upper bound \( \Delta_i \) on the (absolute value of the) measurement error: \( |\Delta x_i| \leq \Delta_i \); see, e.g., [15].

In this case, based on the measurement result \( \bar{x}_i \), the only information that we have about the actual (unknown) value \( x_i \) is that \( x_i \) belongs to the interval \( x_i = [\bar{x}_i, \bar{x}_i] \), where \( \bar{x}_i = \bar{x}_i - \Delta_i \) and \( \bar{x}_i = \bar{x}_i + \Delta_i \).

1.3 Need to Preserve Privacy in Statistical Databases

In addition to measurement errors, there is another important source of interval uncertainty: the need to preserve privacy in statistical databases. In order to find relations between different quantities, we collect a large amount of data. For example, we collect a large amount of medical data – to try to find relation between instances of a certain disease and lifestyle factors that may contribute to this disease. We collect a large amount of data in a census – to see, e.g., how the parents’ income level affects the children’s education level, and how the person education level influences his or her income level.

In some cases, we are looking for commonsense associations – e.g., between smoking and lung diseases, obesity and diabetes, etc. However, in many cases, it is not clear which
factors affect a certain disease. For example, if a rare disease appears in certain areas, it may be because of the high concentration of some chemical in these areas, but we often do not know \textit{a priori} which chemicals to look for.

For statistical databases to be most useful for such data mining, we need to allow researchers to ask arbitrary questions. However, if we simply allow these questions, we may inadvertently disclose some information about the individuals, information which is private, and which these individuals did not want to disclose to the general public when submitting information to the secure databases.

For example, if a person has a rare disease of unknown origin, a good idea is to try all possible factors that may influence the onset of this disease: age, location, profession, etc. However, once all these factors are known, we may be able to identify this person – even when her name was not listed in the database. This disclosure may prevent potential employers from hiring her, and moreover, the very fact of such a disclosure would strongly discourage all future patients from actively participating in a similar data collections.

It is therefore desirable to make sure that privacy is preserved in statistical databases.

1.4 Intervals As a Way to Preserve Privacy in Statistical Databases

One way to preserve privacy is not to store the exact data values – from which a person can be identified – in the database, but rather store \textit{ranges} (intervals).

This makes sense from the viewpoint of a statistical database. For example, while there may be a correlation between age and certain heart diseases, this correlation is rarely of the type that a person of age 62 has a much higher probability of getting this disease than a person of age 61. Usually, it is enough to know whether a person is in his or her 60s or 70s.

And this is how data is often collected: instead of asking for an exact age, we ask a
person to check whether her age is, say, in between 0 and 10, 10 and 20, etc. Similarly, instead of the exact income, we ask the person to indicate into which income bracket his or her income falls.

In general, we set some threshold values $t_0, \ldots, t_N$ and ask a person whether the actual value of the corresponding quantity is in the interval $[t_0, t_1]$, in the interval $[t_1, t_2]$, $\ldots$, or in the interval $[t_{N-1}, t_N]$.

As a result, for each quantity $x$ and for each person $i$, instead of the exact value $x_i$ of the corresponding quantity, we store an interval $x_i = [\underline{x}_i, \overline{x}_i]$ that contains the actual (non-stored) value $x_i$. Each of these intervals coincides with one of the given ranges $[t_0, t_1], [t_1, t_2], \ldots, [t_{N-1}, t_N]$.

1.5 Need to Estimate Statistical Characteristics Under Interval Uncertainty

In both situations of measurement errors or privacy, instead of the actual values $x_i$ (and $y_i$), we only know the intervals $x_i$ (and $y_i$) that contain the actual (unknown) values. Different values of $x_i$ (and $y_i$) from these intervals lead, in general, to different values of each statistical characteristic $S(x_1, \ldots, x_n)$ (or $S(x_1, \ldots, x_n, y_1, \ldots, y_n)$). It is therefore desirable to find the range of possible values of these characteristics when $x_i \in x_i$ (and $y_i \in y_i$):

$$S = \{ S(x_1, \ldots, x_n) : x_1 \in x_1, \ldots, x_n \in x_n \};$$

$$S = \{ S(x_1, \ldots, x_n, y_1, \ldots, y_n) : x_1 \in x_1, \ldots, x_n \in x_n, y_1 \in y_1, \ldots, y_n \in y_n \}.$$
1.6 Estimating Statistical Characteristics Under Interval Uncertainty: What is Known

The general problem of estimating the range of a function under interval uncertainty is known as interval computations (see, e.g., [7, 12]): when the only information that we have about the actual value \( x_i \) is that this value is in the interval \( x_i = [\underline{x}_i, \overline{x}_i] \), then, for each auxiliary quantity \( y = f(x_1, \ldots, x_n) \), we get an interval of possible values of \( y \):

\[
y = \{ f(x_1, \ldots, x_n) : x_1 \in \underline{x}_1, \ldots, x_n \in \underline{x}_n \}.
\]

For the mean \( E_x \), the situation is simple: the mean is an increasing function of all its variables. So, its smallest value \( \underline{E}_x \) is attained when each of the variables \( x_i \) attains its smallest value \( \underline{x}_i \), and its largest value \( \overline{E}_x \) is attained when each of the variables attains its largest value \( \overline{x}_i \):

\[
\underline{E}_x = \frac{1}{n} \cdot \sum_{i=1}^{n} \underline{x}_i, \quad \overline{E}_x = \frac{1}{n} \cdot \sum_{i=1}^{n} \overline{x}_i.
\]

However, variance, covariance, and correlation are, in general, non-monotonic. It turns out that in general, computing the values of these characteristics under interval uncertainty is NP-hard [2, 3, 14]. This means, crudely speaking, that unless P=NP (which most computable scientists believe to be wrong), no feasible (polynomial-time) algorithm is possible that would always compute the range of the corresponding characteristic under interval uncertainty.

The problem gets even more complex if we take into account that in practice, we often have additional constraints on possible combinations of the values \( x_i \) – and when estimating the range, we need to only consider the values that satisfy these additional constraints.

1.7 Our Results

Usually, even when a general problem is NP-hard, there are practically important cases when a feasible algorithm is possible. The main objective of this thesis is to find such cases
for estimating statistical characteristics under interval uncertainty.

We start with the simplest of the statistical characteristics – the mean. In the absence of constraints, as we have mentioned, computing the range of the mean under interval uncertainty is easy. However, the presence of constraints makes the problem much more difficult. In Chapter 2, we describe a feasible algorithm for estimating the mean under interval uncertainty in the presence of constraints limiting possible values of sample variance.

Other characteristics of interest are variance, covariance, and correlation. As we have mentioned, in general, for all three characteristics, the problem of estimating the corresponding ranges is NP-hard, so it is desirable to find classes of problems for which feasible algorithms are possible. For variance, a lot of feasible algorithms have already been designed [2, 3, 13, 17]. In particular, it is known that computing one of the endpoints for the range of variance is always feasible, and that in the privacy case, we can feasibly compute both endpoints. In this thesis, we extend these results to covariance and correlation. Specifically, in Chapter 3, we analyze covariance, and we show that for the case when interval uncertainty comes from privacy, a feasible algorithm is possible.

In Chapter 4, we analyze correlation, and we show that while it is not possible to feasibly compute both endpoints $\rho$ and $\bar{\rho}$ of the corresponding interval range $[\rho, \bar{\rho}]$, we can always compute at least one of the endpoints: namely, we can feasibly compute the upper endpoint $\rho$ when it is positive, and we can feasibly compute the lower endpoint $\bar{\rho}$ when it is negative.
Chapter 2

Estimating Mean under Interval Uncertainty and Variance Constraint

In this chapter we show how to have a feasible algorithm for estimating mean under interval uncertainty and variance constraint. The results of this chapter were published in [8] and [6].

2.1 Formulation of the Problem

As we have mentioned in Chapter 1, estimating the range of the mean $E$ under interval uncertainty is an easy computational problem, while the problem of computing the range $[\bar{V}, \underline{V}]$ of the variance $V$ under interval uncertainty is, in general, NP-hard. Specifically, it turns out that while the lower endpoint $\bar{V}$ can be computed in linear time [13, 17, 18], the problem of computing $\underline{V}$ is NP-hard [2, 3, 13, 17].

In these papers, it was assumed that there is no a priori information about the values of $E$ and $V$. In some cases, we have a priori constraints on the variance: $V \leq V_0$ for a given $V_0$. For example, we know that within a species, there can be no more than 0.1 variation of a certain characteristic. In such cases, we face a problem of estimating the values of the corresponding statistical characteristics under interval uncertainty and the variance constraint.
2.2 Estimating Mean Under Interval Uncertainty and Variance Constraint: a Problem

Formulation of the problem. In the presence of variance constraints, the problem of finding possible values of the mean $E$ takes the following form:

- **given:** $n$ intervals $x_i = [x_{i_1}, x_{i_2}]$ and a number $V_0 \geq 0$;
- **compute:** the range

$$[E, \bar{E}] = \{E(x_1, \ldots, x_n) | x_i \in x_i \& V(x_1, \ldots, x_n) \leq V_0\}; \quad (2.1)$$

- **under the assumption** that there exist values $x_i \in x_i$ for which $V(x_1, \ldots, x_n) \leq V_0$.

This is a problem that we will solve in this paper.

Special case where the solution is straightforward. Let us first consider the case when $V_0$ is larger than (or equal to) the largest possible value $\bar{V}$ of the variance corresponding to the given sample.

In this case, the constraint $V \leq V_0$ is always satisfied. Thus, in this case, the desired range simply coincides with the range of all possible values of $E$: $E = \frac{1}{n} \cdot \sum_{i=1}^{n} x_i$; $\bar{E} = \frac{1}{n} \cdot \sum_{i=1}^{n} \bar{x}_i$.

Comment. It should be mentioned that the computation of the range $[E, \bar{E}]$ is easy only if we already know that $\bar{V} \leq V_0$.

Checking whether this inequality is satisfied is, as we have mentioned, a computationally difficult (NP-hard) problem; see, e.g., [2, 3].

Special case when this problem is (relatively) easy to solve. Another such case is when $V_0 = 0$.

In this case, the constraint $V \leq V_0$ means that the variance $V$ should be equal to 0. In this case, all non-negative values $(x_i - E)^2$ should also be equal to 0 — otherwise, the
average $V$ of these values $(x_i - E)^2$ would be positive. So, we have $x_i = E$ for all $i$ and thus, all the actual (unknown) values should coincide: $x_1 = \ldots = x_n$. In this case, we know that this common value $x_i$ belongs to each of $n$ intervals $x_i$, so it belongs to their intersection.

$$x_1 \cap \ldots \cap x_n.$$ \hspace{1cm} (2.2)

A value $E$ belongs to the interval $[x_i, \pi_i]$ if it is larger than or equal to its lower endpoint $x_i$ and smaller than or equal to its upper endpoint $\pi_i$. Thus, for a value $E$ to belong to all $n$ intervals, it has to be larger than or equal to all $n$ lower endpoints $x_1, \ldots, x_n$, and it has to be smaller than or equal to all $n$ upper endpoints $\pi_1, \ldots, \pi_n$.

A number $E$ is larger than or equal to $n$ given numbers $x_1, \ldots, x_n$ if and only if it is larger than or equal to the largest of these $n$ numbers, i.e., if $\max(x_1, \ldots, x_n) \leq E$. Similarly, a number $E$ is smaller than or equal to $n$ given numbers $x_1, \ldots, x_n$ if and only if it is smaller than or equal to the smallest of these $n$ numbers, i.e., if $E \leq \min(x_1, \ldots, x_n)$.

So, the intersection consists of all the numbers which are located between these two bounds, i.e., the intersection coincides with the interval

$$[E, E] = [\max(x_1, \ldots, x_n), \min(\pi_1, \ldots, \pi_n)].$$ \hspace{1cm} (2.3)

Comment. In this case, not only computing the range is easy, it is also easy to check whether there exist values $x_i \in x_i$ for which $V(x_1, \ldots, x_n) \leq V_0 = 0$.

Indeed, as we have mentioned, this inequality is equivalent to the fact that $x_1 = \ldots = x_n$.

Thus, there exist values $x_i \in x_i$ that satisfy this inequality if and only if $n$ intervals $x_i = [x_i, \pi_i]$ have a common element, i.e., if and only if

$$\max(x_1, \ldots, x_n) \leq \min(\pi_1, \ldots, \pi_n).$$

General case. In the general case, when $V_0$ is larger than 0 but smaller than the upper endpoint $V$, we should get intervals intermediate between intersection and arithmetic average. In this paper, we show how to compute the corresponding interval for $E$. 
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2.3 Main Result

Algorithm. The following feasible algorithm solves the problem of computing the range \([E, E]\) of the mean under interval uncertainty and variance constraint:

- First, we compute the values
  \[ E^- \equiv \frac{1}{n} \sum_{i=1}^{n} x_i \text{ and } V^- \equiv \frac{1}{n} \sum_{i=1}^{n} (x_i - E^-)^2; \]
  \[ E^+ \equiv \frac{1}{n} \sum_{i=1}^{n} \pi_i \text{ and } V^+ \equiv \frac{1}{n} \sum_{i=1}^{n} (\pi_i - E^+)^2. \]

- If \( V^- \leq V_0 \), then we return \( E = E^- \).

- If \( V^+ \leq V_0 \), then we return \( E = E^+ \).

- If at least one of these inequalities does not hold, i.e., if \( V_0 < V^- \) or \( V_0 < V^+ \), then we sort all \( 2n \) endpoints \( x_i \) and \( \pi_i \) into a non-decreasing sequence
  \[ z_1 \leq z_2 \leq \ldots \leq z_{2n} \]
  and consider \( 2n - 1 \) zones \([z_k, z_{k+1}]\).

  - For each zone \([z_k, z_{k+1}]\), we take:
    - for every \( i \) for which \( \pi_i \leq z_k \), we take \( x_i = \pi_i \);
    - for every \( i \) for which \( z_{k+1} \leq \pi_i \), we take \( x_i = \pi_i \);
    - for every other \( i \), we take \( x_i = \alpha \); let us denote the number of such \( i \)'s by \( n_k \).

The value \( \alpha \) is determined from the condition that for the selected vector \( x \), we have \( V(x) = V_0 \), i.e., from solving the following quadratic equation:

\[
\frac{1}{n} \cdot \left( \sum_{i: \pi_i \leq z_k} (\pi_i)^2 + \sum_{i: z_{k+1} \leq \pi_i} \pi_i^2 + n_k \cdot \alpha^2 \right) - \frac{1}{n^2} \left( \sum_{i: \pi_i \leq z_k} \pi_i + \sum_{i: z_{k+1} \leq \pi_i} \pi_i + n_k \cdot \alpha \right)^2 = V_0. \tag{2.4}
\]

Then:
– if none of the two roots of the above quadratic equation belongs to the zone, this zone is dismissed;

– if one or more roots belong to the zone, then for each of these roots, based on this $\alpha$, we compute the value

$$E_k(\alpha) = \frac{1}{n} \cdot \left( \sum_{i : x_i \leq z_k} x_i + \sum_{i : z_{k+1} \leq x_i} x_i + n_k \cdot \alpha \right).$$  \hspace{1cm} (2.5)

• After that:

– if $V_0 < V^-$, we return the smallest of the values $E_k(\alpha)$ as $E$: $E = \min_{k, \alpha} E_k(\alpha)$;

– if $V_0 < V^+$, we return the largest of the values $E_k(\alpha)$ as $E$: $E = \max_{k, \alpha} E_k(\alpha)$.

Comment. The correctness of this algorithm is proven in the special Proof section.

### 2.4 Computation Time of This Algorithm

Sorting $2n$ numbers requires time $O(n \cdot \log(n))$.

Once the values are sorted, we can then go zone-by-zone, and perform the corresponding computations. A straightforward implementation of the above algorithm would require time $O(n^2)$: for each of $2n$ zones, we need linear time to compute several sums of $n$ numbers.

However, in reality, only the sum for the first zone requires linear time. Once we have the sums for each zone, computing the sum for the next zone requires changing a few terms – values $x_j$ which changed status. Each value $x_j$ changes once, so overall, to compute all these sums, we still need linear time.

Thus, after sorting, the algorithm requires only linear computations time $O(n)$. So, if the endpoints are already given to us as sorted, we only take linear time.

If we still need to sort, then we need time

$$O(n \cdot \log(n)) + O(n) = O(n \cdot \log(n)).$$
2.5 Simple Example

Let us illustrate the above algorithm on a simple example in which we have two intervals $x_1 = [-1, 0]$ and $x_2 = [0, 1]$, and the bound $V_0$ is equal to 0.16.

In this case, according to the above algorithm, we compute the values

$$E^- = \frac{1}{2} \cdot (-1 + 0) = -0.5;$$
$$V^- = \frac{1}{2} \cdot ((-1) - (-0.5))^2 + (0 - (-0.5))^2 = 0.25;$$
$$E^+ = \frac{1}{2} \cdot (0 + 1) = 0.5;$$
$$V^+ = \frac{1}{2} \cdot ((0 - 0.5)^2 + (1 - 0.5)^2) = 0.25.$$

Here, $V_0 < V^-$ and $V_0 < V^+$, so for computing both bounds $E$ and $E$, we need to consider different zones.

By sorting the 4 endpoints $-1$, 0, 0, and 1, we get $z_1 = -1 \leq z_2 = 0 \leq z_3 = 0 \leq z_4 = 1.$

Thus, here, we have 3 zones $[z_1, z_2] = [-1, 0]$, $[z_2, z_3] = [0, 0]$, and $[z_3, z_4] = [0, 1]$.

1) For the first zone $[z_1, z_2] = [-1, 0]$, according to the above algorithm, we select $x_2 = 0$ and $x_1 = \alpha$. To determine the value $\alpha$, we form the quadratic equation (2.4):

$$\frac{1}{2} \cdot (0^2 + \alpha^2) - \frac{1}{4} \cdot (0 + \alpha)^2 = V_0 = 0.16.$$

This equation is equivalent to

$$\frac{1}{2} \cdot \alpha^2 - \frac{1}{4} \cdot \alpha^2 = \frac{1}{4} \cdot \alpha^2 = 0.16,$$

hence $\alpha^2 = 0.64$ and $\alpha = \pm 0.8$. Of the two roots $\alpha = -0.8$ and $\alpha = 0.8$, only the first root belongs to the zone $[-1, 0]$. For this root, we compute the value (2.5):

$$E_1 = \frac{1}{2} \cdot (0 + \alpha) = \frac{1}{2} \cdot (0 + (-0.8)) = -0.4.$$
2) For the second zone \([z_2, z_3] = [0, 0]\), according to the above algorithm, we select \(x_1 = x_2 = 0\). In this case, there is no need to compute \(\alpha\), so we directly compute
\[
E_2 = \frac{1}{2} \cdot (0 + 0) = 0.
\]

3) For the third zone \([z_3, z_4] = [0, 1]\), according to the above algorithm, we select \(x_1 = 0\) and \(x_2 = \alpha\). To determine the value \(\alpha\), we form the quadratic equation (2.4):
\[
\frac{1}{2} \cdot (0^2 + \alpha^2) - \frac{1}{4} \cdot (0 + \alpha)^2 = V_0 = 0.16.
\]
This equation is equivalent to
\[
\frac{1}{2} \alpha^2 - \frac{1}{4} \alpha^2 = \frac{1}{4} \cdot \alpha^2 = 0.16,
\]
hence \(\alpha^2 = 0.64\) and \(\alpha = \pm 0.8\). Of the two roots \(\alpha = -0.8\) and \(\alpha = 0.8\), only the second root belongs to the zone \([0, 1]\). For this root, we compute the value (2.5):
\[
E_3 = \frac{1}{2} \cdot (0 + \alpha) = \frac{1}{2} \cdot (0 + 0.8) = 0.4.
\]

Here, we have a value \(E_k\) for all three zones, so we return
\[
\overline{E} = \min(E_1, E_2, E_3) = -0.4;
\]
\[
\underline{E} = \max(E_1, E_2, E_3) = 0.4.
\]

2.6 Proof of the Algorithm’s Correctness

1°. Let us first show that it is sufficient to prove correctness for the case of the upper endpoint \(\overline{E}\).

Indeed, one can easily see that if we replace the original values \(x_i\) with the new values \(x_i' = -x_i\), then the mean changes sign \(E' = -E\) while the variance remains the same \(V' = V\).
When each $x_i$ is known with interval uncertainty $x_i \in [\underline{x}_i, \overline{x}_i]$, the corresponding interval for $x'_i = -x_i$ is equal to $x'_i = [-\overline{x}_i, -\underline{x}_i]$. The resulting interval $E' = [E', E']$ for $E'$ is similarly equal to $[-E, -E]$, so $E' = -E$ and thus, $E = -E'$.

Thus, if we know how to compute the upper endpoint $\overline{E}$ for an arbitrary set of intervals $x_1, \ldots, x_n$, we can compute $E$ or a given set of intervals $x_1 = [\underline{x}_1, \overline{x}_1], \ldots, x_n = [\underline{x}_n, \overline{x}_n]$ as follows:

- we compute $n$ auxiliary intervals $x'_i = [-\overline{x}_i, -\underline{x}_i], i = 1, \ldots, n$;
- we use the known algorithm to find the upper endpoint $\overline{E}'$ for the range of the mean when $x'_i \in x'_i$ and $V(x') \leq V_0$;
- we take $E = -\overline{E}'$.

2°. Let us prove that the largest possible values $\overline{E}$ is attained for some values $x_i \in [\underline{x}_i, \overline{x}_i]$ for which $V(x) \leq V_0$.

Indeed, the variance function $V(x_1, \ldots, x_n)$ is continuous; thus, the set of all the values $x = (x_1, \ldots, x_n)$ for which $V(x_1, \ldots, x_n) \leq V_0$ is closed.

The box $x_1 \times \ldots \times x_n$ is closed and bounded and thus, compact. The set $S$ of all the values $x \in x_1 \times \ldots \times x_n$ for which $V(x) \leq V_0$ is a closed subset of a compact set and therefore, compact itself. A continuous function attains its maximum on a compact set at some point. In particular, this means that the function $E(x)$ attains its maximum $\overline{E}$ at some point $x$, i.e., that there exist values $x = (x_1, \ldots, x_n)$ for which $E(x_1, \ldots, x_n) = \overline{E}$.

In the following text, we will consider these optimizing values.

3°. Let us prove that for the optimizing vector $x$, for all $i$ for which we have $x_i < E$, we have $x_i = \overline{x}_i$.

Indeed, since $V = M - E^2$, where $M \overset{\text{def}}{=} \frac{1}{n} \cdot \sum_{i=1}^{n} x_i^2$, we conclude that

$$\frac{\partial V}{\partial x_i} = \frac{\partial M}{\partial x_i} - \frac{\partial E^2}{\partial x_i} = \frac{\partial M}{\partial x_i} - 2 \cdot E \cdot \frac{\partial E}{\partial x_i}.$$
Here, \( \frac{\partial E}{\partial x_i} = \frac{1}{n} \), \( \frac{\partial M}{\partial x_i} = \frac{2x_i}{n} \), and therefore,

\[
\frac{\partial V}{\partial x_i} = \frac{2(x_i - E)}{n}.
\] (2.6)

If we change only one value \( x_i \), by replacing it with \( x_i + \Delta x_i \), with a small \( \Delta x_i \), the value of \( V \) changes by

\[
\Delta V = \frac{\partial V}{\partial x_i} \cdot \Delta x_i + o(\Delta x_i) = \frac{2}{n} \cdot (x_i - E) \cdot \Delta x_i + o(\Delta x_i). \] (2.7)

When \( x_i < E \), i.e., when \( x_i - E < 0 \), then for small \( \Delta x_i > 0 \), we have a negative \( \Delta V \), i.e., the variance decreases, while the mean \( E \) increases by \( \frac{1}{n} \cdot \Delta x_i > 0 \). Thus, if we had \( x_i < E \) and \( x_i \neq \bar{x}_i \) for some \( i \), then we could, by slightly increasing \( x_i \), further increase \( E \) while decreasing \( V \) (and thus, keeping the constraint \( V \leq V_0 \)). So, in this case, the vector \( x \) cannot be the one that maximizes \( E \) under the constraint \( V \leq V_0 \).

This conclusion proves that for the optimizing vector, when \( x_i < E \), we have \( x_i = \bar{x}_i \).

4°. Let us assume that an optimizing vector has a component \( x_i \) which is strictly inside the corresponding interval \([\bar{x}_i, \bar{x}_i] \), i.e., for which \( \bar{x}_i < x_i < \bar{x}_i \). Due to Part 3 of this proof, we cannot have \( x_i < E \), so we must have \( x_i \geq E \). Let us prove that in this case,

- for every \( j \) for which \( E \leq x_j < x_i \), we have \( x_j = \bar{x}_j \), and

- for every \( k \) for which \( x_k > x_i \), we have \( x_k = \bar{x}_k \).

4.1°. Let us first prove that if \( x_i \in (\bar{x}_i, \bar{x}_i) \), and \( E \leq x_j < x_i \), then \( x_j = \bar{x}_j \).

We will prove this by contradiction. Indeed, let us assume that we have \( E \leq x_j < x_i \) and \( x_j < \bar{x}_j \). In this case, we can, in principle, slightly increase \( x_j \), to \( x_j + \Delta x_j \) and slightly decrease \( x_i \), to \( x_i - \Delta x_i \), and still stay within the corresponding intervals \( x_i \) and \( x_j \). We select \( \Delta x_j \) and \( \Delta x_i \) in such a way that the resulting change \( \Delta V \) in the variance \( V \) is non-negative. Here,

\[
\Delta V = \frac{\partial V}{\partial x_j} \cdot \Delta x_j - \frac{\partial V}{\partial x_i} \cdot \Delta x_i + o(\Delta x_i) + o(\Delta x_j). \] (2.8)
Substituting the formula (2.6) for the derivative $\frac{\partial V}{\partial x_j}$ into this formula, we conclude that
\[
\Delta V = \frac{2}{n} \cdot \left( (x_j - E) \Delta x_j - (x_i - E) \cdot \Delta x_i \right) + o(\Delta x_i) + o(\Delta x_j).
\] (2.9)

Thus, for every $\Delta x_j$, to get $\Delta V = 0$, we select
\[
\Delta x_i = \frac{x_j - E}{x_i - E} \cdot \Delta x_j + o(\Delta x_j).
\] (2.10)

For this selection, the variance does not change, but the mean $E$ is changed by
\[
\Delta E = \frac{1}{n} \cdot (\Delta x_j - \Delta x_i) = \left( 1 - \frac{x_j - E}{x_i - E} \right) \cdot \Delta x_j + o(\Delta x_j) = \frac{x_i - x_j}{x_i - E} \cdot \Delta x_j + o(\Delta x_j).
\] (2.11)

Since $x_j < x_i$, for small $\Delta x_j$, we have $\Delta E > 0$. Thus, we can further increase the mean without violating the constraint $V \leq V_0$. This contradicts our assumption that $x$ is the optimizing vector. Thus, when $E < x_j < x_i$, we cannot have $x_j < \bar{x}_j$ – so we must have $x_j = \bar{x}_j$.

4.2°. Let us first prove that if $x_i \in (x_i, \bar{x}_i)$, $E \leq x_i$, and $x_k > x_i$, then $x_k = \bar{x}_k$.

Similarly, let us assume that we have $x_k > x_i$ and $x_k > \bar{x}_k$. In this case, we can, in principle, slightly increase $x_i$, to $x_i + \Delta x_i$ and slightly decrease $x_k$, to $x_k - \Delta x_k$, and still stay within the corresponding intervals $x_i$ and $x_k$. We select $\Delta x_i$ and $\Delta x_k$ in such a way that the resulting change $\Delta V$ in the variance $V$ is non-negative. Here,
\[
\Delta V = \frac{\partial V}{\partial x_i} \cdot \Delta x_i - \frac{\partial V}{\partial x_k} \cdot \Delta x_k + o(\Delta x_i) + o(\Delta x_k) = \frac{2}{n} \cdot \left( (x_i - E) \Delta x_i - (x_k - E) \cdot \Delta x_k \right) + o(\Delta x_i) + o(\Delta x_k).
\] (2.12)

Thus, for every $\Delta x_i$, to get $\Delta V = 0$, we select
\[
\Delta x_k = \frac{x_i - E}{x_k - E} \cdot \Delta x_i + o(\Delta x_i).
\] (2.13)
For this selection, the variance does not change, but the mean $E$ is changed by

$$
\Delta E = \frac{1}{n} \cdot (\Delta x_i - \Delta x_k) = \left(1 - \frac{x_i - E}{x_k - E}\right) \cdot \Delta x_i + o(\Delta x_i) = \frac{x_k - x_i}{x_k - E} \cdot \Delta x_i + o(\Delta x_i).
$$

(2.14)

Since $x_k > x_i$, for small $\Delta x_i$, we have $\Delta E > 0$. Thus, we can further increase the mean without violating the constraint $V \leq V_0$. This contradicts our assumption that $x$ is the optimizing vector. Thus, when $x_i < x_k$, we cannot have $x_k > \bar{x}_k$ so we must have $x_k = \bar{x}_k$.

5°. Let us now consider the case when for all the components $x_i \geq E$ of the optimizing vector $x$, we have either $x_i = \bar{x}_i$ or $x_i = \overline{x}_i$. Let us show that in this case, all the values $x_i$ for which $x_i = \overline{x}_i$ are smaller than or equal to all the values $x_j$ for which $x_j = \bar{x}_j$.

We will prove this statement by contradiction. Let us assume that there exists $i$ and $j$ for which $E \leq x_j < x_i$, $x_j = \bar{x}_j$ and $x_i = \overline{x}_i$. In this case, we can slightly increase the value $x_j$, to $x_j + \Delta x_j$, and slightly decrease the value $x_i$, to $x_i - \Delta x_i$, and still stay within the corresponding intervals. Similarly to Part 4 of this proof, for every $\Delta x_j > 0$, to get $\Delta V = 0$, we must select

$$
\Delta x_i = \frac{x_j - E}{x_i - E} \cdot \Delta x_j + o(\Delta x_j).
$$

(2.15)

For this selection, the variance does not change, but the mean $E$ is changed by

$$
\Delta E = \frac{1}{n} \cdot (\Delta x_j - \Delta x_i) = \left(1 - \frac{x_j - E}{x_i - E}\right) \cdot \Delta x_j + o(\Delta x_j) = \frac{x_i - x_j}{x_i - E} \cdot \Delta x_j + o(\Delta x_j).
$$

(2.16)

Since $x_j < x_i$, for small $\Delta x_j$, we have $\Delta E > 0$. Thus, we can further increase the mean without violating the constraint $V \leq V_0$. This contradicts our assumption that $x$ is the optimizing vector. So, when $E \leq x_j < x_i$, we cannot have $x_j = \bar{x}_j$ and $x_i = \overline{x}_i$.

This contradiction proves that all the values $x_i$ for which $x_i = \overline{x}_i$ are indeed smaller than or equal to all the values $x_j$ for which $x_j = \bar{x}_j$.

6°. Due to Parts 3, 4, and 5 of this proof, there exists a threshold value $\alpha$ such that
• for all \( j \) for which \( x_j < \alpha \), we have \( x_j = \underline{x}_j \), and

• for all \( k \) for which \( x_k > \alpha \), we have \( x_k = \overline{x}_k \).

Indeed, in the case described in Part 4, as such \( \alpha \), we can take the value \( x_i \) that is strictly inside the corresponding interval \( \mathbf{x}_i \). In the case described in Part 5, since all the upper endpoints from the optimizing vector are smaller than or equal to all the lower endpoints, we can take any value \( \alpha \) between the largest of the optimal values \( \underline{x}_j \) and smallest of the optimal values \( \overline{x}_j \).

7°. Let us show that because of the property proven in Part 6, once we know to which zone \( \alpha \) belongs, we can uniquely determine all the components \( x_j \) of the corresponding vector \( x \) – a candidate for the optimal vector.

7.1°. Indeed, if \( \underline{x}_j < \alpha \), then, since we have \( x_j < \underline{x}_j \), we get \( x_j < \alpha \). Thus, due to Part 6, we have \( x_j = \underline{x}_j \).

7.2°. If \( \alpha < \overline{x}_j \), then, since we have \( \overline{x}_j < x_j \), we get \( \alpha < x_j \). Thus, due to Part 6, we have \( x_j = \overline{x}_j \).

7.3°. Let us now consider the remaining case when neither of the above two conditions is satisfied and thus, we have \( \underline{x}_j \leq \alpha \leq \overline{x}_j \).

In this case, we cannot have \( x_j < \alpha \), because then, due to Part 6, we would have \( x_j = \underline{x}_j \) and thus, \( \underline{x}_j < \alpha \), which contradicts the inequality \( \alpha \leq \overline{x}_j \).

Similarly, we cannot have \( \alpha < x_j \), because then, due to Part 6, we would have \( x_j = \overline{x}_j \) and thus, \( \alpha < \overline{x}_j \), which contradicts the inequality \( x_j \leq \alpha \).

Thus, the only possible value here is \( x_j = \alpha \).

7.3°. Overall, we conclude that for each \( \alpha \), we get exactly the arrangement formulated in our algorithm.

8°. Let us prove that when \( V_0 < V^+ \), then the maximum is attained when \( V = V_0 \).

Let us prove this by contradiction. Let us assume that \( V_0 < V^+ \) and that the maximum of \( E \) is attained for some vector \( x = (x_1, \ldots, x_n) \), with \( x_i \in [\underline{x}_i, \overline{x}_i] \), for which \( V(x) < V_0 \).
Since $V < V_0 < V^+$, we have $V(x) < V^+ = V(\bar{x}_1, \ldots, \bar{x}_n)$. Thus, $x = (x_1, \ldots, x_n) \neq \bar{x} \overset{\text{def}}{=} (\bar{x}_1, \ldots, \bar{x}_n)$ – otherwise, we would get $V(x) = V(\bar{x}) = V^+$. So, there exists an index $i$ for which $x_i \neq \bar{x}_i$. Since $x_i \in [x_i, \bar{x}_i]$, this means that $x_i < \bar{x}_i$. Thus, we can increase $x_i$ by a small positive value $\varepsilon > 0$, to a new value $x_i' = x_i + \varepsilon > x_i$, and still remain inside the interval $[x_i, \bar{x}_i]$.

The function $V(x_1, \ldots, x_n)$ describing covariance continually depends on $x_i$. Since $V(x) < V_0$, for sufficiently small $\varepsilon$, we will have $V(x_1, \ldots, x_{i-1}, x_i', x_{i+1}, \ldots, x_n) < V_0$. Thus, the new vector still satisfies the constraint – but for this new vector, the mean is larger (by $\varepsilon/n > 0$) than for the original vector $x$.

This contradicts our assumption that the mean $E(x)$ of the vector $x$ is the largest possible under the given constraint $V \leq V_0$.

The above contradiction shows that when $V_0 < V^+$, then for the optimizing vector $x$, we have $V(x) = V_0$. This fact enables us to determine $\alpha$ – as do in the algorithm – by solving the equation $V(x(\alpha)) = V_0$, where $x(\alpha)$ is a vector corresponding to the given $\alpha$.

Correctness is proven.
Chapter 3

Estimating Covariance for the Privacy Case under Interval Uncertainty

In this chapter we show how to have a feasible algorithm for estimating covariance for privacy case under interval uncertainty. The main results of this chapter were published in [5].

3.1 Formulation of the Problem

As we have mentioned in Chapter 2, in general, the problems of computing the range of variance and covariance under interval uncertainty are, in general, NP-hard. It is therefore desirable to find practically important cases when we can compute these ranges in feasible (i.e., polynomial) time.

It turns out (see, e.g., [10, 11, 13]) that the range of variance can be computed in polynomial time when the intervals come from the need to preserve privacy in statistical databases, i.e., when we set some threshold values $t_0, \ldots, t_N$ and assume that each interval $[x_i, x_i]$ coincides with one of the intervals $[t_j, t_{j+1}]$.

In this chapter, we show that for privacy case, the range of covariance can also be computed in polynomial time, when we set up $x$-thresholds $t_j^{(x)}$ and $y$-thresholds $t_j^{(y)}$ and assume that:

- each $x$-interval $[x_i, x_i]$ coincides with one of the intervals $[t_j^{(x)}, t_{j+1}^{(x)}]$, and
• each $y$-interval $[y_i, y_j]$ coincides with one of the intervals $[t_i^{(y)}, t_{j+1}^{(y)}]$.

### 3.2 Analysis of the Problem

**Reducing maximum to minimum.** When we change the sign of $y_i$, the covariance changes sign as well: $C_{xy}(x_i, -y_i) = -C_{xy}(x_i, y_i)$. Thus, for the ranges, we get

$$C_{xy}(x_i, -y_i) = -C_{xy}(x_i, y_i).$$

Since the function $z \rightarrow -z$ is decreasing, its smallest value is attained when $z$ is the largest, and its largest value is attained when $z$ is the smallest. Thus, if $z$ goes from $z$ to $\overline{z}$, the range of $-z$ is $[-\overline{z}, -z]$. Therefore, $C_{xy}(x_i, -y_i) = -C_{xy}(x_i, y_i)$.

Thus, if we know how to compute the minimum value $C_{xy}(x_i, y_i)$, we can then compute the maximum value $C_{xy}(x_i, y_i)$ as

$$C_{xy}(x_i, y_i) = -C_{xy}(x_i, -y_i).$$

Because of this reduction, in the following text, we will concentrate on computing the minimum $C_{xy}$. In this computation, we will use known facts from calculus.

**When a function attains minimum and maximum on the interval: known facts from calculus.** A function $f(x)$ defined on an interval $[a, \overline{x}]$ attains its minimum on this interval either at one of its endpoints, or in some internal point of the interval. If it attains its minimum at a point $x \in (a, \overline{x})$, then its derivative at this point is 0: $\frac{df}{dx} = 0$.

If it attains its minimum at the point $x = \overline{x}$, then we cannot have $\frac{df}{dx} < 0$, because then, for some point $x + \Delta x \in [x, \overline{x}]$, we would have a smaller value of $f(x)$. Thus, in this case, we must have $\frac{df}{dx} \geq 0$.

Similarly, if a function $f(x)$ attains its minimum at the point $x = \overline{x}$, then we must have $\frac{df}{dx} \leq 0$.

For the maximum, a similar thing happens. If $f(x)$ attains its maximum at a point $x \in (a, \overline{x})$, then its derivative at this point is 0: $\frac{df}{dx} = 0$. If it attains its maximum at the
point $x = \bar{x}$, then we must have $\frac{df}{dx} \leq 0$. Finally, if a function $f(x)$ attains its maximum at the point $x = \bar{x}$, then we must have $\frac{df}{dx} \geq 0$.

**Let us apply these known facts to our problem.** For covariance $C$,

$$\frac{\partial C}{\partial x_i} = \frac{1}{n} \cdot (y_i - E_y) \text{ and } \frac{\partial C}{\partial y_i} = \frac{1}{n} \cdot (x_i - E_x).$$

By considering the covariance as a function of $x_i$, for the point $(x_1, \ldots, x_n, y_1, \ldots, y_n)$ at which $C$ attains its minimum, we can make the following conclusions:

- if $x_i = \bar{x}_i$, then $y_i \geq E_y$;
- if $x_i = \bar{x}_i$, then $y_i \leq E_y$;
- if $\bar{x}_i < x_i < \bar{x}_i$, then $y_i = E_y$.

So, if $\bar{y}_i < E_y$, this means that for the value $y_i \leq \bar{y}_i$ also satisfies the inequality $y_i < E_y$.

Thus, in this case:

- we cannot have $x_i = \bar{x}_i$ — because then we would have $y_i \geq E_y$; and
- we cannot have $\bar{x}_i < x_i < \bar{x}_i$ — because then, we would have $y_i = E_y$.

So, if $\bar{y}_i < E_y$, the only remaining option for $x_i$ is $x_i = \bar{x}_i$.

Similarly, if $E_y < \bar{y}_i$, this means that the value $y_i \geq \bar{y}_i$ also satisfies the inequality $y_i > E_y$. Thus, in this case:

- we cannot have $x_i = \bar{x}_i$ — because then we would have $y_i \leq E_y$; and
- we cannot have $\bar{x}_i < x_i < \bar{x}_i$ — because then, we would have $y_i = E_y$.

So, if $E_y < \bar{y}_i$, the only remaining option for $x_i$ is $x_i = \bar{x}_i$.

Since the covariance is symmetric with respect to changing $x$ and $y$, we can similarly conclude that:

- if $\bar{x}_i < E_x$, then $y_i = \bar{y}_i$, and
• if $E_x < \overline{x}_i$, then $y_i = \underline{y}_i$.

So, if:

• the interval $x_i$ is either completely to the left or to the right of $E_x$, and

• the interval $y_i$ is either completely to the left or to the right of $E_y$,

then, under these conditions, we can tell exactly where the minimum is attained.

For example, if we know:

• that $\overline{x}_i < E_x$ (i.e., that the interval $x_i$ is fully to the left of $E_x$), and

• that $E_y < \underline{y}_i$ (i.e., that the interval $y_i$ is fully to the right of $E_y$),

then the minimum is attained when $x_i = \overline{x}_i$ and $y_i = \underline{y}_i$.

What if one of the intervals, e.g., $x_i$, is fully to the left or fully to the right of $E_x$, but $y_i$ contains $E_y$ inside? For example, if $\overline{x}_i < E_x$, this means that $y_i = \underline{y}_i$. Since $E_y$ in inside the interval $[y_i, \overline{y}_i]$, this means that $y_i \leq E_y \leq \overline{y}_i$ and thus, $E_y \leq y_i$. If $E_y < y_i$, then, as we have shown earlier, we get $x_i = \overline{x}_i$. One can show that the same conclusion holds when $y_i = E_y$. So, in this case, we also have a single pair $(x_i, y_i)$ where the minimum can be attained: $x_i = \overline{x}_i$ and $y_i = \underline{y}_i$.

The only remaining case is when:

• $E_x$ is within the interval $x_i$, and

• $E_y$ is within the interval $y_i$.

In this case, as we have mentioned, the point $(x_i, y_i)$ where the minimum is attained belongs to the union $U_1$ of the following three linear segments:

• a segment where $x_i = \overline{x}_i$ and $y_i \geq E_y$;

• a segment where $x_i = \overline{x}_i$ and $y_i \leq E_y$; and

• a segment where $\overline{x}_i < x_i < \overline{x}_i$ and $y_i = E_y$.  
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Similarly, we can conclude that this point \((x_i, y_i)\) belongs to the union \(U_2\) of the following three linear segments:

- a segment where \(y_i = y_i\) and \(x_i \geq E_x\);
- a segment where \(y_i = \overline{y}_i\) and \(x_i \leq E_x\); and
- a segment where \(\underline{y}_i < y_i < \overline{y}_i\) and \(x_i = E_x\).

The point \((x_i, y_i)\) belongs to both unions, so it belongs to their intersection. One can see that this intersection consists of three points: \((x_i, y_i)\), \((x_i, \overline{y}_i)\), and \((E_x, E_y)\).

Let us prove, by contradiction, that the minimum cannot be attained for the point at which \((x_i, y_i) = (E_x, E_y)\). Indeed, let us assume that this is where the minimum is attained. Let us then take a small value \(\Delta\) and replace \(x_i = E_x\) with \(x_i + \Delta\) and \(y_i = E_y\) with \(y_i - \Delta\).

It is easy to show that the covariance does not change when we simply shift all the value of \(x_j\) by a constant and all the values of \(y_j\) by another constant. In particular, this is true if we shift all the value of \(x_j\) by \(-E_x\) and all the values of \(y_j\) by \(-E_y\), i.e., if we consider new values \(x'_j = x_j - E_x\) and \(y'_j = y_j - E_y\). In particular, we get \(x'_i = y'_i = 0\).

For the new values, \(E'_x = E'_y = 0\) and thus,

\[
C_{xy} = \frac{1}{n} \cdot \sum_{j=1}^{n} x_j \cdot y_j.
\]

After the change, we get the new values \(x''_i = x'_i + \Delta = \Delta\) and \(y''_i = y'_i - \Delta = -\Delta\). We want to see how the covariance changes, i.e., what is the value \(C''_{xy}\) of the covariance:

\[
C''_{xy} = \frac{1}{n} \cdot \sum_{j=1}^{n} x''_j \cdot y''_j = \frac{1}{n} \cdot \sum_{j=1}^{n} x'_j \cdot y'_j - E''_x \cdot E''_y,
\]

Since we only changed the \(i\)-th values \(x_i\) and \(y_i\), in the first sum, only one term changes, from \(x'_i \cdot y'_i = 0\) to \(x''_i \cdot y''_i = \Delta \cdot (-\Delta) = -\Delta^2\). Thus,

\[
\frac{1}{n} \cdot \sum_{j=1}^{n} x''_j \cdot y''_j = \frac{1}{n} \cdot \sum_{j=1}^{n} x'_j \cdot y'_j - \frac{\Delta^2}{n} = C_{xy} - \frac{\Delta^2}{n}.
\]
Similarly, the new values of $E_x$ and $E_y$ are:

$$E_x'' = \frac{1}{n} \cdot \sum_{j=1}^{x''} x_j'' = \frac{1}{n} \cdot \sum_{j=1}^{x'} x_j' + \frac{1}{n} \cdot \Delta = \frac{\Delta}{n};$$

$$E_y'' = \frac{1}{n} \cdot \sum_{j=1}^{y''} y_j'' = \frac{1}{n} \cdot \sum_{j=1}^{y'} y_j' - \frac{1}{n} \cdot \Delta = -\frac{\Delta}{n}.$$  

Thus,

$$E_x'' \cdot E_y'' = \frac{\Delta}{n} \cdot \left( -\frac{\Delta}{n} \right) = \frac{\Delta^2}{n^2},$$

and so,

$$C_{xy}'' = \left( C_{xy} - \frac{\Delta^2}{n} \right) + \frac{\Delta^2}{n^2} = C_{xy} - \frac{\Delta^2}{n} \cdot \left( 1 - \frac{1}{n} \right).$$

This new value is smaller than $C_{xy}$, which contradicts to our assumption that at the original values, the covariance attains its minimum.

This contradiction proves that the minimum cannot be attained at the point $(E_x, E_y)$, and that is therefore has to be attained at one of the two points $(\bar{x}_i, y_i)$ and $(\bar{x}_i, \bar{y}_i)$.

**Towards an algorithm.** We are dealing with the privacy case. This means that each input interval $x_i$ is equal to one of the $x$-ranges $[t^{(x)}_k, t^{(x)}_{k+1}]$ corresponding to the variable $x$. Let us denote the total number of such ranges by $N_x$.

Similarly, each input interval $y_i$ is equal to one of the $y$-ranges $[t^{(y)}_\ell, t^{(y)}_{\ell+1}]$ corresponding to the variable $y$. Let us denote the total number of such ranges by $N_y$.

Thus, on the plane $(x, y)$, we have $N_x \cdot N_y$ cells corresponding to different possible combinations of these ranges. For the values $x_i$ and $y_i$ for which the covariance attains its smallest possible value $C_{xy}$, the corresponding means $(E_x, E_y)$ must be located in one of these $N_x \cdot N_y$ cells.

Let us fix a cell and let us assume that the minimum is attained within this cell. Then, for each $i$, for the interval $x_i$, there are three possible options:

- this interval may coincide with the corresponding $x$-range; in this case, $E_x \in x_i$;
- this interval may be completely to the left of this range; in this case, $\bar{x}_i \leq E_x$; and
• this interval may be completely to the right of this range; in this case, $E_x \leq x_i$.

Similarly, for the interval $y_i$, there are three possible options:

• this interval may coincide with the corresponding $y$-range; in this case, $E_y \in y_i$;

• this interval may be completely to the left of this range; in this case, $\bar{y}_i \leq E_y$; and

• this interval may be completely to the right of this range; in this case, $E_y \leq \bar{y}_i$.

Then, for every $i$ for which the pair of intervals $x_i$ and $y_i$ is different from this cell, the above arguments enables us to uniquely determine the corresponding values $x_i$ and $y_i$. For each pair for which $(x_i, y_i)$ coincides with this cell, we have two possible locations of the minimum: $(\bar{x}_i, \bar{y}_i)$ and $(\underline{x}_i, \underline{y}_i)$.

If we have several such intervals, then we may have arbitrary combinations of these pairs $(\bar{x}_i, \bar{y}_i)$ and $(\underline{x}_i, \underline{y}_i)$. At first glance, there are two possibilities for each $i$, and there can be up to $n$ such intervals, so we can have an exponential amount $2^n$ of possible options.

However, the good news is that the covariance does not change if we simply reorder the intervals. Thus, if we have several intervals for which $(x_i, y_i)$ coincides with the given cell:

• it does not matter for which of these intervals the minimum is attained at the pair $(\bar{x}_i, \bar{y}_i)$ and for which it is attained at the pairs $(\underline{x}_i, \underline{y}_i)$;

• what matters is how many values are equal to $(\bar{x}_i, \bar{y}_i)$ (and, correspondingly, how many values are equal to $(\underline{x}_i, \underline{y}_i)$).

We can have $0, 1, \ldots, \leq n$ such values, so we have $\leq n + 1$ such options for each cell.

So, we arrive at the following algorithm.

### 3.3 Resulting Algorithm

**Input data.** In the $x$-axis, we have $N_x + 1$ threshold values $t_0^{(x)}, t_1^{(x)}, \ldots, t_{N_x}^{(x)}$ that divide the set of possible values of the quantity $x$ into $N_x$ $x$-ranges

$$[t_0^{(x)}, t_1^{(x)}], [t_1^{(x)}, t_2^{(x)}], \ldots, [t_{N_x-1}^{(x)}, t_{N_x}^{(x)}].$$
Similarly, in the $y$-axis, we have $N_y + 1$ threshold values $t_0^{(y)}, t_1^{(y)}, \ldots, t_{N_y}^{(y)}$ that divide the set of possible values of the quantity $y$ into $N_y$ $y$-ranges

$$[t_0^{(y)}, t_1^{(y)}], [t_1^{(y)}, t_2^{(y)}], \ldots, [t_{N_y-1}^{(y)}, t_{N_y}^{(y)}].$$

We also have $n$ data points, each of which consists of:

- an interval $x_i$ that coincides with one of the $x$-ranges, and
- an interval $y_i$ that coincides with one of the $y$-ranges.

**Our objective:** to find the endpoints $C_{xy}$ and $\overline{C}_{xy}$ of the range

$$[C_{xy}, \overline{C}_{xy}] = \{C(x_1, \ldots, x_n, y_1, \ldots, y_n) : x_1 \in x_1, \ldots, x_n \in x_n, y_1 \in y_1, \ldots, y_n \in y_n\},$$

where

$$C(x_1, \ldots, x_n, y_1, \ldots, y_n) = \frac{1}{n} \cdot \sum_{i=1}^{n} x_i \cdot y_i - E_x \cdot E_y,$$

$$E_x = \frac{1}{n} \cdot \sum_{i=1}^{n} x_i, \quad E_y = \frac{1}{n} \cdot \sum_{i=1}^{n} y_i.$$

**Algorithm for computing $C_{xy}$:** We have $N_x$ possible $x$-ranges $[t_k^{(x)}, t_{k+1}^{(x)}]$ and $N_y$ possible $y$-ranges $[t_\ell^{(y)}, t_{\ell+1}^{(y)}]$. By combining an $x$-range and a $y$-range, we get $N_x \cdot N_y$ cells

$$[t_k^{(x)}, t_{k+1}^{(x)}] \times [t_\ell^{(y)}, t_{\ell+1}^{(y)}].$$

In this algorithm, we analyze these cells one by one. For each cell and for each $i$, we assume that the pair $(E_x, E_y)$ corresponding to the minimizing set $(x_1, \ldots, x_n, y_1, \ldots, y_n)$ is contained in this cell.

For each $i$ from 1 to $n$, for the interval $x_i$, there are three possible options:

- the interval $x_i$ coincides with the $x$-range; we will denote this option by $X^0$;
• the interval $x_i$ is completely to the left of the $x$-range; we will denote this option by $X^-;

• the interval $x_i$ is completely to the right of the $x$-range; we will denote this option by $X^+$.

Similarly, for the interval $y_i$, there are three possible options:

• the interval $y_i$ coincides with the $y$-range; we will denote this option by $Y^0;

• the interval $y_i$ is completely to the left of the $y$-range; we will denote this option by $Y^-;

• the interval $y_i$ is completely to the right of the $y$-range; we will denote this option by $Y^+$.

We thus have $3 \cdot 3 = 9$ pairs of options. For each of these pairs, we select the values $x_i$ and $y_i$ as follows.

**Case of $X^+$ and $Y^+$**. If the interval $x_i$ is to the right of the $x$-range and the interval $y_i$ is to the right of the $y$-range, we take:

$$x_i = x_i \text{ and } y_i = y_i.$$

**Case of $X^+$ and $Y^0$**. If the interval $x_i$ is to the right of the $x$-range and the interval $y_i$ coincides with the $y$-range, we take:

$$x_i = x_i \text{ and } y_i = y_i.$$

**Case of $X^+$ and $Y^-$**. If the interval $x_i$ is to the right of the $x$-range and the interval $y_i$ is to the left of the $y$-range, we take:

$$x_i = x_i \text{ and } y_i = y_i.$$
Case of $X^-$ and $Y^+$. If the interval $x_i$ is to the left of the $x$-range and the interval $y_i$ is to the right of the $y$-range, we take:

$$x_i = x_i \text{ and } y_i = y_i.$$  

Case of $X^-$ and $Y^0$. If the interval $x_i$ is to the left of the $x$-range and the interval $y_i$ coincides with the $y$-range, we take:

$$x_i = x_i \text{ and } y_i = y_i.$$  

Case of $X^-$ and $Y^-$. If the interval $x_i$ is to the left of the $x$-range and the interval $y_i$ is to the left of the $y$-range, we take:

$$x_i = x_i \text{ and } y_i = y_i.$$  

Case of $X^0$ and $Y^+$. If the interval $x_i$ coincides with the $x$-range and the interval $y_i$ is to the right of the $y$-range, we take:

$$x_i = x_i \text{ and } y_i = y_i.$$  

Case of $X^0$ and $Y^-$. If the interval $x_i$ coincides with the $x$-range and the interval $y_i$ is to the left of the $y$-range, we take:

$$x_i = x_i \text{ and } y_i = y_i.$$
Case of $X^0$ and $Y^0$ – and the algorithm itself. Finally, we count for how many $i$s the interval $x_i$ coincides with the $x$-range and the interval $y_i$ coincides with the $y$-range, and for each integer $m = 0, 1, 2, \ldots$, we assign, to $m$ $i$s, the values $x_i = x_i$ and $y_i = y_i$, and to the rest, the values $x_i = x_i$ and $y_i = y_i$.

For each of these assignments, we compute $E_x$ and $E_y$. If the value $E_x$ is in the given $x$-range and the value $E_y$ is in the selected $y$-range, then we compute the corresponding value $C_{xy}$; otherwise, this assignment is dismissed.

Finally, we find the smallest of the computed values $C_{xy}$ and return it as the desired value $C_{xy}$.

Proof of correctness. We know that for the minimizing vector $(x_1, \ldots, x_n, y_1, \ldots, y_n)$, the pair $(E_x, E_y)$ must be contained in one of the $N_x \cdot N_y$ cells.

We have already shown that for each cell, if the pair $(E_x, E_y)$ is contained in this cell, then the corresponding minimizing values $x_i$ and $y_i$ – at which the covariance $C_{xy}$ attains its smallest value $C_{xy}$ – will be as above. Thus, the actual minimizing value will be analyzed when we analyze the corresponding cell.

So, the desired value $C_{xy}$ will be among the values computed by the above algorithm – and thus, the smallest of the computed values will be exactly $C_{xy}$.

Algorithm for computing $C_{xy}$. To compute $C_{xy}$, we can use the fact that $C_{xy} = -C_{xz}$, where $z = -y$. To use this fact, we form $N_y$ threshold values for $z$:

$$t_0^{(z)} = -t_0^{(y)}, \quad t_1^{(z)} = -t_1^{(y)}, \ldots, \quad t_{N_y}^{(z)} = -t_0^{(y)},$$

and $N_y$ $z$-ranges

$$[t_0^{(z)}, t_1^{(z)}], [t_1^{(z)}, t_2^{(z)}], \ldots, [t_{N_y-1}^{(z)}, t_{N_y}^{(z)}].$$

Then, based on the intervals $y_i = [y_i, \bar{y}_i]$, we form intervals $z_i = -y_i = [-\bar{y}_i, -y_i]$. After that, we apply the above algorithm to compute the value $C_{xz}$, and then compute $C_{xy}$ as $C_{xy} = -C_{xz}$. 
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3.4 Computation Time of the Algorithm

For each of $N_x \cdot N_y$ cells, we find the values $x_i$ and $y_i$ for each of $n$ pairs of intervals except for those $i$ for which $(x_i, y_i)$ coincides with this cell, and then compute $C_{xy} \leq n + 1$ times – depending on the number (0, 1, 2, ...) of such coinciding $i$s for which the minimum is attained at $(x_i, y_i)$.

Each new computation differs from the previous one by a single change in $\sum x_i \cdot y_i$ and a single change in estimating $E_x \sim \sum x_i$ and $E_y \sim \sum y_i$. Thus, each new computation requires a constant time $O(1)$, and so, for each cell, the total computation time is $O(n)$. Thus, for all $N_x \cdot N_y$ cells, we need time

$$O(N_x \cdot N_y \cdot n).$$

Discussion. Usually, the number of $x$-ranges and the number of $y$-ranges are fixed. In this case, what we have is a linear-time algorithm.

Clearly, it is not possible to compute covariance faster than in linear time: we need to take into account all $n$ data points, and processing each data point requires at least one computation.

Thus, the above algorithm is not only feasible, it is \textit{(asymptotically) optimal} – in the sense that it requires the smallest possible order of computation time $O(n)$. 
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Chapter 4

Estimating Correlation under Interval Uncertainty

4.1 Introduction

As we have mentioned in Chapter 1, in general, computing the range of correlation under interval uncertainty is NP-hard [2, 3, 13, 14, 17].

The problem of estimating correlation under interval uncertainty is formulated and analyzed in [16]; in that paper, this problem is formulated and solved as an optimization problem. For reasonably small $n$, the corresponding optimization algorithms work well [16]. However, since the problem is NP-hard, the computation time becomes infeasible when $n$ is large.

In this chapter, we show that while we cannot have an efficient algorithm for computing both bounds $\rho$ and $\bar{\rho}$, we can effectively compute (at least) one of the bounds. Specifically, we show that we can compute $\bar{\rho}$ when $\rho > 0$ and we can compute $\rho$ when $\rho < 0$. This means that, in the case of a non-degenerate interval $[\rho, \bar{\rho}]$ (i.e., $\rho < \bar{\rho}$):

- when $\bar{\rho} \leq 0$, we compute the lower endpoint $\rho$;
- when $0 \leq \rho$, we compute the upper endpoint $\bar{\rho}$;
- in all remaining cases, when $\rho < 0 < \bar{\rho}$, we compute both lower endpoint $\rho$ and $\bar{\rho}$. 


4.2 Main Result and the Corresponding Algorithm

Main result. There exists a polynomial-time algorithm that, given \( n \) pairs of intervals \([x_i, x_i]\) and \([y_i, y_i]\), computes (at least) one of the endpoint of the interval \([\rho, \overline{\rho}]\) of possible values of the correlation \(\rho\):

- it computes \(\overline{\rho}\) if \(\rho > 0\), and
- it computes \(\rho\) if \(\rho < 0\).

Reducing minimum to maximum. When we change the sign of \(y_i\), the correlation changes sign as well:

\[
\rho(x_1, \ldots, x_n, -y_1, \ldots, -y_n) = -\rho(x_1, \ldots, x_n, y_1, \ldots, y_n).
\]

Since the function \(z \rightarrow -z\) is decreasing, its smallest value is attained when \(z\) is the largest, and its largest value is attained when \(z\) is the smallest. Thus, if \(z\) goes from \(\underline{z}\) to \(\overline{z}\), the range of \(-z\) is \([-\overline{z}, -\underline{z}]\). So, for the endpoints of the ranges, we get

\[
\overline{\rho}([x_1, x_1], \ldots, [x_n, x_n], [-y_1, y_1], \ldots, [-y_n, y_n]) = \\
-\rho([x_1, x_1], \ldots, [x_n, x_n], [y_1, y_1], \ldots, [y_n, y_n]),
\]

where

\[-[y_i, y_i] = \{ -y_i : y_i \in [y_i, y_i] \} = [-y_i, -y_i].\]

So, if we know how to compute the largest value \(\overline{\rho}\) when this value is positive, we can then compute the smallest value \(\rho\) when this value is negative, as

\[
\rho([x_1, x_1], \ldots, [x_n, x_n], [y_1, y_1], \ldots, [y_n, y_n]) = \\
-\overline{\rho}([x_1, x_1], \ldots, [x_n, x_n], [-y_1, -y_1], \ldots, [-y_n, -y_n]).
\]

Because of this reduction, in the following text, we will concentrate on computing the largest value \(\overline{\rho}\). 
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Algorithm. For each $i$ from 1 to $n$, the corresponding box $[x_i, x_i] \times [y_i, y_i]$ has four vertices: $(x_i, y_i), (x_i, y_i), (x_i, y_i), (x_i, y_i)$. So, totally, we have $4n$ vertices.

Let us consider all 4-tuples consisting of two vertices and two signs. For each pair of vertices, there are nine possible combinations of two $+, -, 0$ signs: $(-, -), (-, 0), (-, +), (0, -), (0, 0), (0, +), (+, -), (+, 0), (+, +)$.

For each 4-tuple, if the first sign is not 0, we move the first vertex slightly along the $x$ axis in the direction determined by the first sign, i.e.:

- slightly increase $x$ if the sign is $+$ and
- slightly decrease $x$ if the sign is $-$.

Here, “slightly” means that the change is much smaller than the smallest difference between distinct values $x_i$ and $y_i$.

Then, if the second sign is not 0, we move the second vertex slightly along the $x$ axis in the direction determined by the second sign. Thus, we get two points on the $(x, y)$ plane. We can then form a straight line going through these two points.

Now, we select two 4-tuples, and form two lines. We will call the first line representative $x$-line, and the second line representative $y$-line.

If we selected the same line as the representative $x$-line and the representative $y$-line, then we check whether this line intersects each of $n$ boxes. If it does, then $\rho = 1$. If this line does not have a common point with one of the boxes, we dismiss this selection, and continue with other selections.

Let us explain the algorithm in the cases when the representative $x$-line and the representative $y$-line are different. The representative $x$-line divides the plane into two semi-planes:

- the points above this line, i.e., the points $(x, y)$ for which the $y$ coordinate is larger than the $y$-value of the point on the $x$-line with the same $x$ coordinate, and
- the points below this line, i.e., the points $(x, y)$ for which the $y$ coordinate is smaller than the $y$-value of the point on the $x$-line with the same $x$ coordinate.
The representative $y$-line similarly divides the plane into two semi-planes:

- the points to the right of this line, i.e., the points $(x, y)$ for which the $x$ coordinate is larger than the $x$-value of the point on the $x$-line with the same $y$ coordinate, and

- the points to the left of this line, i.e., the points $(x, y)$ for which the $x$ coordinate is smaller than the $x$-value of the point on the $y$-line with the same $y$ coordinate.

Based on where each of the vertices is with respect to these two lines, we can tell the relation of each box $[x_i, \bar{x}_i] \times [y_i, \bar{y}_i]$ with respect to each line. The lines that we computed are “representatives” of the actual lines that we will be using, in the sense that the actual lines will have the exact same relation to each of the $n$ boxes. Let us describe the corresponding actual lines as follows:

- the actual $x$-line has the form $y = E_y + k_x \cdot (x - E_x)$, and

- the actual $y$-line has the form $x = E_x + k_y \cdot (y - E_y)$,

where $E_x$, $E_y$, $k_x$, and $k_y$ are to-be-determined real numbers.

For each box $[x_i, \bar{x}_i] \times [y_i, \bar{y}_i]$, based on its location in comparison to the representative lines, we select the values $x_i$ and $y_i$ as follows:

- If the whole box is above the representative $x$-line, we take $x_i = \bar{x}_i$. On the resulting segment $\{\bar{x}_i\} \times [y_i, \bar{y}_i]$, we select the point which is the closest to the actual $y$-line:
  - if the whole segment is to the right of the representative $y$-line, we select $y_i = \bar{y}_i$;
  - if the whole segment is to left of the representative $y$-line, we select $y_i = y_i$;
  - if the segment intersects with the representative $y$-line, we select the value $y_i$ corresponding to the intersection point between the segment and the actual $y$-line.

- If the whole box is below the representative $x$-line, we take $x_i = x_i$. On the resulting segment $\{x_i\} \times [y_i, \bar{y}_i]$, we select the point which is the closest to the actual $y$-line:
– if the whole segment is to the right of the representative y-line, we select $y_i = y_i$;
– if the whole segment is to left of the representative y-line, we select $y_i = \overline{y}_i$;
– if the segment intersects with the representative y-line, we select the value $y_i$
  corresponding to the intersection point between the segment and the actual y-line.

• If the whole box is to the right of the representative y-line, we take $y_i = y_i$. On the
  resulting segment $[x_i, \overline{x}_i] \times \{y_i\}$, we select the point which is the closest to the actual
  x-line:

  – if the whole segment is above the representative x-line, we select $x_i = x_i$;
  – if the whole segment is below the representative x-line, we select $x_i = \overline{x}_i$;
  – if the segment intersects with the representative x-line, we select the value $x_i$
    corresponding to the intersection point between this segment and the actual x-line.

• If the whole box is to the left of the representative y-line, we take $y_i = \overline{y}_i$. On the
  resulting segment $[x_i, \overline{x}_i] \times \{y_i\}$, we select the point which is the closest to the actual
  x-line:

  – if the whole segment is above the representative x-line, we select $x_i = x_i$;
  – if the whole segment is below the representative x-line, we select $x_i = \overline{x}_i$;
  – if the segment intersects with the representative x-line, we select the value $x_i$
    corresponding to the intersection point between the segment and the actual x-line.

• The only remaining case is when the box contains the intersection point $(E_x, E_y)$ of
  the actual x- and y-lines.

Thus, for each $i$ and for each of the values $x_i$ and $y_i$, we get an explicit expression in terms
of the four parameters $E_x, E_y, k_x$ and $k_y$ (the parameters that describe the actual x- and
y-lines). By substituting these expressions for \( x_i \) and \( y_i \) into the following formulas, we get a system of four equations with four unknowns \( E_x \), \( E_y \), \( k_x \) and \( k_y \):

\[
E_x = \frac{1}{n} \cdot \sum_{i=1}^{n} x_i; \quad E_y = \frac{1}{n} \cdot \sum_{i=1}^{n} y_i;
\]

\[
\frac{1}{n} \cdot \sum_{i=1}^{n} x_i \cdot y_i - E_x \cdot E_y = k_x \cdot \left( \frac{1}{n} \cdot \sum_{i=1}^{n} (x_i - E_x)^2 \right);
\]

\[
\frac{1}{n} \cdot \sum_{i=1}^{n} x_i \cdot y_i - E_x \cdot E_y = k_y \cdot \left( \frac{1}{n} \cdot \sum_{i=1}^{n} (y_i - E_y)^2 \right).
\]

Once we solve this system, we get one or several possible solutions. For each of these solutions, we can form the corresponding actual \( x \)- and \( y \)-lines.

Then, we check whether each of \( 4n \) vertices is in the same relation to the resulting two lines and to the representative \( x \)- and \( y \)-lines, i.e., e.g., that each vertex is above, below, or on the actual \( x \)-line if and only if it is, correspondingly, above, below, or on the corresponding representative \( x \)-line, and that the same property holds for the \( y \)-lines. If at least one vertex is in a different relation, we dismiss this solution. Otherwise, we compute the value of the correlation \( \rho \) based on the corresponding values \( x_i \) and \( y_i \).

The largest of all the values \( \rho \) corresponding to all possible pairs of tuples is then returned as the desired value \( \bar{\rho} \).

**Comment.** For each pair of lines, for each \( i \), according to our algorithm, as the appropriate value of \( x_i \), we make one of the following four selections:

- sometimes, we select a known value \( x_i \);
- sometimes, we select a know value \( x_i \);
- sometimes, we select the value \( x_i = E_x \) (which is not a priori known, it is one of the four variables that we need to determine), and
- sometimes, we select a value \( x_i \) that lies on the \( x \)-line \( y = E_y + k_x \cdot (x_i - E_x) \), i.e., a value \( x_i = E_x + K_x \cdot (y_i - E_y) \), where \( K_x \overset{\text{def}}{=} \frac{1}{k_x} = \frac{V_x}{C} \).
In general, each expression $x_i$ is a linear combination of a constant and the unknowns $E_x$, $K_x$, and $K_x \cdot E_y$. According to the algorithm, for each $i$, it takes a finite number of computational steps to check the corresponding conditions and, based on the results of this checking, to find the appropriate value $x_i$.

Similarly, for each $i$, as the appropriate value of $y_i$, we make one of the following four selections:

- sometimes, we select a known value $y_i$;
- sometimes, we select a know value $\overline{y}_i$;
- sometimes, we select the value $y_i = E_y$ (which is not a priori known, it is one of the four variables that we need to determine), and
- sometimes, we select a value $y_i$ that lies on the $y$-line $x = E_x + k_y \cdot (y_i - E_y)$, i.e., a value $y_i = E_y + K_y \cdot (x_i - E_x)$, where $K_y \overset{\text{def}}{=} \frac{1}{k_y} = \frac{V_y}{C}$.

In general, each expression $y_i$ is a linear combination of a constant and the unknowns $E_y$, $K_y$, and $K_y \cdot E_x$.

Substituting these expressions for $x_i$ and $y_i$ into the four equations for the unknowns $E_x$, $E_y$, $K_x$, and $K_y$, we conclude that:

- the equation $E_x = \frac{1}{n} \cdot \sum_{i=1}^{n} x_i$ is transformed into equating a linear combination of $E_x$, $K_x$, and $K_x \cdot E_y$, to zero;
- the equation $E_y = \frac{1}{n} \cdot \sum_{i=1}^{n} y_i$ is transformed into equating a linear combination of $E_y$, $K_y$, and $K_y \cdot E_x$, to zero;
- the equation $V_x = K_x \cdot C$, i.e.,

$$K_x \cdot \left( \frac{1}{n} \cdot \sum_{i=1}^{n} x_i \cdot y_i - E_x \cdot E_y \right) = \frac{1}{n} \cdot \sum_{i=1}^{n} (x_i - E_x)^2$$

is transformed into equating a linear combination of terms of order $\leq 4$ in terms of the unknowns;
we also get a similar transformation for the equation $V_y \cdot K_y \cdot C$.

As a result, to find the four unknown $E_x$, $E_y$, $K_x$, and $K_y$, we get a system of four polynomial equations of order $\leq 4$. The amount of computation time which is needed to solve this system does not depend on the size $n$ of the original sample, so in terms of dependence on this size, we need $O(1)$ time.

### 4.3 Proof of the Main Result

**Proof that the above algorithm is polynomial time.** Before we prove that the algorithm is correct, let us first prove that it is indeed a polynomial time algorithm.

We have $4n$ possible vertices, so we have $O(n^2)$ possible pairs of vertices – and thus, $O(n^2)$ possible 4-tuples. Thus, we have $O(n^2)$ possible representative $x$-lines, and we also have $O(n^2)$ representative $y$-lines. In our algorithms, we consider pairs consisting of a representative $x$-line and a representative $y$-line. Since we have $O(n^2)$ $x$-lines and we have $O(n^2)$ $y$-lines, we therefore have $O(n^2) \cdot O(n^2) = O(n^4)$ possible pairs consisting of a representative $x$-line and a representative $y$-line.

For each pair of lines, we perform the following computations:

- First, need a constant number of steps to find the expression for each of $n$ values $x_i$ and each of $n$ values $y_i$ in terms of the parameters $E_x$, $E_y$, $K_x$, and $K_y$. So, we need $O(n)$ steps to find these expressions for all $i$.

- Then, we need linear time $O(n)$ to form the corresponding systems of four equations with four unknowns and constant time $O(1)$ to solve this system.

- Once this system is solved, and we know the corresponding values $E_x$, $E_y$, $k_x$, and $k_y$, we need:
  - a linear time $O(n)$ to check whether each of $4n = O(n)$ vertices is in the right position with respect to the corresponding lines, and,
if needed, linear time $O(n)$ to compute the corresponding value of the correlation $ho$ by using the above explicit formula describing how the correlation $\rho$ depends on $x_i$ and $y_i$.

Totally, for each pair of lines, we need

$$O(n) + O(n) + O(1) + O(n) + O(n) = O(n)$$

computational steps.

We need $O(n)$ steps for each of $O(n^4)$ pairs of lines. Thus, the total computation time of this algorithm is $O(n^4) \cdot O(n) = O(n^5)$ – which is indeed polynomial in the size $n$ of the problem.

**Case when the representative $x$-line coincides with the representative $y$-line.** If this common line intersects with all $n$ boxes $[x_i, \bar{x}_i] \times [y_i, \bar{y}_i]$, then, for each box, we can select values $x_i$ and $y_i$ for which the corresponding point $(x_i, y_i)$ belongs to this line. Then, all selected values $(x_i, y_i)$ follow the same linear dependence $y_i = E_y + k_x \cdot (x_i - E_x)$ (as described by the common lines). Therefore, for this selection, the correlation is 1. Since $\rho \leq 1$, this means that in this case, $\rho = 1$.

**Remaining cases.** Let us now prove that our algorithm is correct for all other cases, when the $x$- and the $y$-lines are different.

**When a function attains maximum on the interval: known facts from calculus.**

A function $f(x)$ defined on an interval $[x, \bar{x}]$ attains its maximum either at one of its endpoints, or in some internal point of the interval. If it attains its maximum at a point $x \in (a, b)$, then its derivative at this point is 0: $\frac{df}{dx} = 0$.

If it attains its maximum at the point $x = \bar{x}$, then we cannot have $\frac{df}{dx} > 0$, because then, for some point $x + \Delta x \in [x, \bar{x}]$, we would have a larger value of $f(x)$. Thus, in this case, we must have $\frac{df}{dx} \leq 0$. 
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Similarly, if a function \( f(x) \) attains its maximum at the point \( x = \bar{x} \), then we must have \( \frac{df}{dx} \geq 0 \).

**Computing the corresponding derivatives.** We are interested in the values \( x_i \) and \( y_i \) for which the correlation \( \rho \) attains maximum. To use the above facts, let us find the partial derivatives of \( \rho \) with respect to \( x_i \) and \( y_i \).

The correlation is defined as the ratio of the covariance \( C \) and the product of the standard deviations \( \sigma_x \) and \( \sigma_y \). These quantities, in their turn, are described in terms of \( V_x \), \( V_y \), \( E_x \), and \( E_y \). To compute the corresponding partial derivative, let us first compute the partial derivatives of \( E_x \) and \( E_y \), then of \( V_x \), \( V_y \), and \( C \), and then finally, of the correlation \( \rho \).

Based on the above expression for \( E_x \), we conclude that \( \frac{\partial E_x}{\partial x_i} = \frac{1}{n} \) and similarly \( \frac{\partial E_y}{\partial y_i} = \frac{1}{n} \). Since the variance \( V_x \) can be described in an equivalent form \( V_x = \frac{1}{n} \cdot \sum_{i=1}^{n} x_i^2 - E_x^2 \), we get

\[
\frac{\partial V_x}{\partial x_i} = \frac{2}{n} \cdot x_i - 2 \cdot E_x \cdot \frac{\partial E_x}{\partial x_i} = \frac{2}{n} \cdot (x_i - E_x).
\]

Similarly,

\[
\frac{\partial V_y}{\partial y_i} = \frac{2}{n} \cdot (y_i - E_y).
\]

Now, since \( \sigma_x = \sqrt{V_x} \), we have

\[
\frac{\partial \sigma_x}{\partial x_i} = \frac{1}{2} \cdot \frac{1}{\sqrt{V_x}} \cdot \frac{\partial V_x}{\partial x_i} = \frac{1}{2} \cdot \frac{1}{\sigma_x} \cdot \frac{\partial V_x}{\partial x_i}.
\]

Substituting the above formula for the derivative of \( V_x \), we get \( \frac{\partial \sigma_x}{\partial x_i} = \frac{x_i - E_x}{n \cdot \sigma_x} \) and similarly,

\[
\frac{\partial \sigma_y}{\partial y_i} = \frac{y_i - E_y}{n \cdot \sigma_y}.
\]

Now, since \( C = \frac{1}{n} \cdot \sum_{i=1}^{n} x_i \cdot y_i - E_x \cdot E_y \), we get

\[
\frac{\partial C}{\partial x_i} = \frac{1}{n} \cdot y_i - \frac{\partial E_x}{\partial x_i} \cdot E_y = \frac{y_i - E_y}{n}.
\]
Thus, for \( \rho = \frac{C}{\sigma_x \cdot \sigma_y} \), since \( \sigma_y \) does not depend on \( x_i \), we get

\[
\frac{\partial \rho}{\partial x_i} = \frac{1}{\sigma_y} \cdot \frac{\partial}{\partial x_i} \left( \frac{C}{\sigma_x} \right) = \frac{1}{\sigma_y} \cdot \frac{\partial C}{\partial x_i} \cdot \frac{\sigma_x - C \cdot \partial \sigma_x}{\sigma_x} = \frac{1}{\sigma_y \cdot \sigma_x^2} \cdot \left[ (y_i - E_y) \cdot \sigma_x - C \cdot \frac{x_i - E_x}{\sigma_x} \right].
\]

Since the standard deviations are always non-negative, the sign of this derivative coincides with the sign of the value \((y_i - E_y) \cdot \sigma_x - C \cdot \frac{x_i - E_x}{\sigma_x}\). Dividing this expression by a positive value \(\sigma_x\), we conclude that the sign of the derivative \(\frac{\partial \rho}{\partial x_i}\) coincides with the sign of the expression \((y_i - E_y) - k_x \cdot (x_i - E_x)\), where we denoted \(k_x \overset{\text{def}}{=} \frac{C}{V_x}\).

Similarly, the sign of the derivative \(\frac{\partial \rho}{\partial y_i}\) coincides with the sign of the expression \((x_i - E_x) - k_y \cdot (y_i - E_y)\), where we denoted \(k_y \overset{\text{def}}{=} \frac{C}{V_y}\).

It is worth mentioning since the standard deviations and variances are non-negative, the sign of both coefficients \(k_x = \frac{C}{V_x}\) and \(k_y = \frac{C}{V_x}\) coincides with the sign of the correlation \(\rho = \frac{C}{\sigma_x \cdot \sigma_y}\).

**Let us apply the known facts from calculus to this situation.** Let \(x_i\) and \(y_i\) be the values from the corresponding boxes for which the correlation \(\rho\) attains its largest possible value \(\rho > 0\). Then, according to the above facts from calculus, we have one of the three possible situations:

- \(x_i \in (\overline{x}_i, \pi_i)\) and \(\frac{\partial \rho}{\partial x_i} = 0\), i.e., \(y_i = E_y + k_x \cdot (x_i - E_x)\);

- \(x_i = \overline{x}_i\) and \(\frac{\partial \rho}{\partial x_i} \leq 0\), i.e., \(y_i \leq E_y + k_x \cdot (x_i - E_x)\);

- \(x_i = \pi_i\) and \(\frac{\partial \rho}{\partial x_i} \geq 0\), i.e., \(y_i \geq E_y + k_x \cdot (x_i - E_x)\).

Here, \(k_x\) has the same sign as the correlation, so \(k_x > 0\). Let us now consider possible locations of the box \([\overline{x}_i, \pi_i] \times [\overline{y}_i, \pi_i]\) with respect to the \(x\)-line \(y_i = E_y + k_x \cdot (x_i - E_x)\).
1°. The first case is when the whole box \([\bar{x}_i, \overline{x}_i] \times [y_i, \overline{y}_i]\) is above the \(x\)-line \(y_i = E_y + k_x \cdot (x_i - E_x)\), i.e., when \(y_i > E_y + k_x \cdot (x_i - E_x)\) for all \(y_i \in [y_i, \overline{y}_i]\) and \(x_i \in [\bar{x}_i, \overline{x}_i]\). In this case, we cannot have \(x_i \in (\bar{x}_i, \overline{x}_i)\) and \(x_i = \bar{x}_i\), so we must have \(x_i = \overline{x}_i\).

On the segment \(x_i = \overline{x}_i\), we can apply the same argument about the dependence on \(y_i\) and conclude that we can have one of the three possible situations:

- \(y_i \in (y_i, \overline{y}_i)\) and \(\frac{\partial \rho}{\partial y_i} = 0\), i.e., \(x_i = E_x + k_y \cdot (y_i - E_y)\);

- \(y_i = y_i\) and \(\frac{\partial \rho}{\partial y_i} \leq 0\), i.e., \(x_i \leq E_x + k_y \cdot (y_i - E_y)\);

- \(y_i = \overline{y}_i\) and \(\frac{\partial \rho}{\partial y_i} \geq 0\), i.e., \(x_i \geq E_x + k_y \cdot (y_i - E_y)\).

Here, \(k_y\) has the same sign as the correlation, so \(k_y > 0\). Let us now consider possible locations of the segment \(\{x_i\} \times [y_i, \overline{y}_i]\) in relation to the \(y\)-line \(x_i = E_x + k_y \cdot (y_i - E_y)\).

1.1°. The first subcase is when the whole segment is to the left of the \(y\)-line, i.e., when \(x_i < E_x + k_y \cdot (y_i - E_y)\) for all \(y_i \in [y_i, \overline{y}_i]\). In this case, we cannot have \(y_i \in (y_i, \overline{y}_i)\) and we cannot have \(y_i = \overline{y}_i\), so we must have \(y_i = y_i\).

1.2°. The second subcase is when the whole segment is to the right of the \(y\)-line, i.e., when \(x_i > E_x + k_y \cdot (y_i - E_y)\) for all \(y_i \in [y_i, \overline{y}_i]\). In this case, we cannot have \(y_i \in (y_i, \overline{y}_i)\) and we cannot have \(y_i = \overline{y}_i\), so we must have \(y_i = \overline{y}_i\).

1.3°. The third subcase is when the segment intersects the \(y\)-line, i.e., when \(x_i = E_x + k_y \cdot (y_i - E_y)\) for some \(y_i \in [y_i, \overline{y}_i]\). As we have mentioned, there are three possibility for the value \(y_i\) at which the correlation attains its maximum: the value for which \(x_i = E_x + k_y \cdot (y_i - E_y)\), the value \(y_i\), and the value \(\overline{y}_i\).

1.3.1°. In the first case (when \(x_i = E_x + k_y \cdot (y_i - E_y)\)), since \(k_y > 0\), there is only one value \(y_i = y_i\).

1.3.2°. If \(y_i \neq y_i\), then \(y_i < y_i\), and thus,

\[
E_x + k_y \cdot (y_i - E_y) < E_x + k_y \cdot (y_i - E_y) = x_i.
\]
Thus, we have $x_i > E_x + k_y \cdot (y_i - E_y)$, so we cannot have $x_i \leq E_x + k_y \cdot (y_i - E_y)$, and therefore, the maximum cannot be attained for $y_i = \underline{y_i}$.

1.3.3°. If $\overline{y}_i \neq y'_i$, then $y'_i < \overline{y}_i$, and thus,

$$x_i = E_x + k_y \cdot (y'_i - E_y) < E_x + k_y \cdot (\overline{y}_i - E_y) = x_i.$$  

Thus, we have $x_i < E_x + k_y \cdot (\overline{y}_i - E_y)$, so we cannot have $x_i \leq E_x + k_y \cdot (\overline{y}_i - E_y)$, and therefore, maximum cannot be attained for $y_i = \overline{y}_i$.

1.3.4°. Therefore, in this third subcase, maximum can only be attained at the point on the $y$-line.

2°. The second case is when the whole box $[\underline{x}_i, \overline{x}_i] \times [\underline{y}_i, \overline{y}_i]$ is below the $x$-line $y_i = E_y + k_x \cdot (x_i - E_x)$, i.e., when $y_i < E_y + k_x \cdot (x_i - E_x)$ for all $y_i \in [\underline{y}_i, \overline{y}_i]$ and $x_i \in [\underline{x}_i, \overline{x}_i]$. In this case, we cannot have $x_i \in (\underline{x}_i, \overline{x}_i)$ and we cannot have $x_i = \overline{x}_i$, so we must have $x_i = \underline{x}_i$.

On the segment $x_i = \underline{x}_i$, we can apply the same argument about the dependence on $y_i$ as in Part 1 of this proof and come with the same conclusions.

3°. Same arguments apply if the whole box is fully to the left or to the right of the $y$-line. In this case, we have $y_i = \underline{y}_i$ or $y_i = \overline{y}_i$.

4°. The only remaining case is when the box intersects both with the $x$-line and with the $y$-line. In this case, similar to Part 1.3 of this proof, we conclude that the point $(x_i, y_i)$ corresponding to the optimal tuple belongs both to the $x$-line and to the $y$-line. Thus, this point coincides with the intersection of these two lines.

In general, the $x$-line has the form $y - E_y = k_x \cdot (x - E_x)$. The $y$-line has the form $x - E_x = k_y \cdot (y - E_y)$, i.e., equivalently, $y - E_y = \frac{1}{k_y} \cdot (x - E_x)$. Both lines pass through the same point $(E_x, E_y)$, but their slopes are, in general, different: $k_x$ for the $x$-line and $\frac{1}{k_y}$ for the $y$-line. Thus, these lines coincide if and only if $k_x = \frac{1}{k_y}$, i.e., if and only if $k_x \cdot k_y = 1$. 
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In general, $\rho \leq 1$. Here, $\rho = \frac{C}{\sigma_x \cdot \sigma_y} = \frac{C}{\sqrt{V_x} \cdot \sqrt{V_y}}$; thus, $\rho = \sqrt{k_x \cdot k_y}$, so $k_x \cdot k_y \leq 1$.

If $k_x \cdot k_y < 1$, then $k_x \cdot k_y \neq 1$ and thus, the $x$-line and the $y$-line are different. So, the intersection of these two lines is a single point $(E_x, E_y)$. If $k_x \cdot k_y = 1$, this means that $\rho = 1$, and all the points $(x_i, y_i)$ are on the same straight line – this is the case we have considered above.

5°. We enumerated all the cases described in the algorithm and showed that in all these cases, we should produce exactly the values $x_i$ and $y_i$ described in the algorithm. Thus, we have justified the algorithm – provided that we enumerate all possible locations of the vertices with respect to $x$- and $y$-lines.

To complete the proof, we need to show that all possible locations are captured by what we called representative $x$- and $y$-lines. Indeed, let us start with any $x$-line, and let us show that there exists a representative $x$-line that has exactly the same location with respect to all the vertices – i.e., that each vertex is above, below, or on the representative $x$-line if and only if this vertex is, correspondingly, above, below, or on the actual $x$-line.

Let us take the actual $x$-line. It is contains one of the vertices, mark this vertex. If the original $x$-line does not contain any of the vertices, let us move the line (parallel to itself) along the $x$-axis – until the line hits a vertex. Then, we move the line back by a small amount, and we mark this almost-vertex point.

Once the marked vertex is fixed, we check if the line contains another vertex. If it does, we mark that vertex, and so we have the desired representative $x$-line. If it does not, we rotate the line around the already marked vertex (or almost-vertex) until the line starts containing another vertex. We similarly move the line back by a small amount, and we get the desired representative $x$-line that is in exactly same relation to all the vertices as the actual $x$-line.

We can perform the same procedure with the $y$-line. Correctness is proven.
In many applications, it is important to estimate the values of the statistical characteristics such as mean, variance, covariance, and correlation based on the results of observations and/or measurements. In these estimates, it is important to take into account measurement errors. Often, the only information that we have about each measurement error $\Delta x$ is an upper bound $\Delta$ on its value $|\Delta x| \leq \Delta$, we do not have any information about the probabilities of different values from the corresponding interval $[-\Delta, \Delta]$. In such cases, as a result of the measurement, the only information that we gain about the actual (unknown) value $x$ of the corresponding quantity is that this value belongs to the interval

$$[\bar{x}, \tilde{x}] = [\bar{x} - \Delta, \tilde{x} + \Delta].$$

It is therefore necessary to estimate the range of each statistical characteristic – mean, variance, covariance, and correlation – under the corresponding interval uncertainty.

It is known that the problem of estimating the range of the mean under interval uncertainty is easy to solve – but it becomes more complex if we take into account that there may be constraints that limit possible values $x_1, \ldots, x_n$ from the corresponding intervals. In contrast to the mean, the problems of computing the ranges of variance, covariance, and correlation under interval uncertainty are, in general, NP-hard. It is therefore desirable to find practically useful classes of problems for which feasible algorithms are possible. Such classes are known for the case of variance: e.g., it is known that one of the endpoints of the variance range is feasible to compute, and that both endpoints can be feasibly computed in the privacy case, when the intervals come not from measurement uncertainty, but from the need to preserve privacy in statistical databases.
In this thesis, we show that the range for mean can be feasibly computed even in the presence of variance-related constraints. We also provide feasible algorithms for computing the range of covariance in the privacy case, and for computing one of the endpoints of the range of correlation.
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